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ABSTRACT

Edge computing enables data to be processed closer to where it is generated rather than relying on

distant cloud data centers, reducing latency and bandwidth usage. Modern mobile, wearable, and

autonomous systems rely on edge intelligence to execute tasks in real time. Consequently, heterogeneous

system-on-chips (SoC) on the edge integrate CPUs, GPUs, and multiple domain-specific accelerators

(DSA) on a single die. However, the heterogeneous nature of these systems introduces complexities, such as

optimal task scheduling across diverse computing resources, minimizing resource contention, and new

security vulnerabilities.

In this dissertation, we present novel solutions for energy-aware, latency-constrained, high-throughput,

and secure execution of shared-memory heterogeneous SoCs on the edge and their distributed deployments.

First, we introduce AxoNN, a new energy-aware scheduling scheme that uses different types of DSAs in an

SoC. For a given energy budget, AxoNN finds the fastest mapping between the layers of a deep neural

network (DNN) and the DSAs through constraint-based optimization, achieving time- and

energy-prediction accuracies of 98% and 97%, respectively. Following on this, HaX-CoNN maximizes the

computational throughput of shared-memory SoCs by simultaneously using DSAs in the system via a novel

contention-aware runtime. HaX-CoNN models per-layer execution times, shared-memory contention, and

inter-DSA transitions, and finds optimal schedules for DNNs using SAT solvers, improving latency and

throughput by 32% and 29%. Expanding to distributed deployments, we introduce HARNESS, a holistic

and scalable resource management framework for edge-cloud systems. HARNESS relies on a hierarchical

graph abstraction that captures varying degrees of heterogeneity within and across computational nodes,

and a multi-tiered orchestration mechanism. HARNESS improves execution times up to 47% and reduces

the prediction error rate from 27.4% to 3.2%. Finally, we unveil a new covert channel attack over shared

memory: MC3, a high-bandwidth covert channel exploiting contention in shared DRAM to communicate

between accelerators without requiring a shared last-level cache or privileged access. MC3 achieves a

transmission rate of 6.4 Kbps with an error rate less than 1% and highlights a critical vulnerability in these

architectures.

In conclusion, these contributions collectively and holistically provide principled methodologies and

tools to optimize performance, energy consumption, scalability, and security of heterogeneous computing

systems on the edge.
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CHAPTER 1

INTRODUCTION

Edge computing brings computational capabilities directly to data sources. Emerging mobile, wearable,

and autonomous systems rely on edge intelligence for real-time execution of computationally intensive

workloads. To satisfy latency and energy requirements in such systems, edge computing architectures are

becoming highly heterogeneous with the increasing utilization of domain specific accelerators (DSAs) [1–4]

and graphics processing units (GPUs). Over the past decade, computing platforms have embedded both

general-purpose CPUs capable of executing any algorithm and DSAs tailored for specific tasks. Each

accelerator executes its target kernels (for example transformer attention blocks, sensor-fusion filters, or

frame encoders) with significantly greater energy efficiency than a CPU [5–9]. This trend is driven by the

need to run applications that span diverse computations for various emerging fields such as deep learning,

cyber-physical systems, and virtual reality [10–12]. The latest generations of integrated heterogeneous

systems (i.e., NVIDIA’s Orin AGX, Apple’s M4 and A18, and Qualcomm’s Snapdragon X) have brought

this degree of architectural heterogeneity onto a single die, integrating diverse processing capabilities.

However, consolidating numerous processing units (PUs) introduces several challenges in utilizing them

effectively and efficiently for modern workloads. Addressing those challenges and achieving truly

collaborative execution on heterogeneous systems are the primary goals of this thesis.

As demand for on-device computation continues to grow, the integration of increasingly sophisticated

DSAs embedded into Heterogeneous System-on-Chips (SoCs) becomes more common [13–15]. The

architectural design decisions, such as varying computation/power characteristics among DSAs and CPUs,

greatly improve throughput and energy efficiency. This integrated architectural approach enables

collaborative execution by dynamically mapping each task to the most appropriate PU. Furthermore,

system utilization can be improved through concurrent execution of tasks across distinct PUs.

A prevalent architectural feature of such heterogeneous systems is a shared memory subsystem, which

all DSAs and CPUs can directly access and utilize [16–18]. Shared memory eliminates the overhead

associated with data transfer management between the CPU and individual private memories of DSAs.

More importantly, direct access to the shared memory by every DSA in the system enables more flexible

assignment of workload tasks across available DSAs. This flexibility is fundamental to enabling

collaborative execution in shared memory heterogeneous system architectures. Tasks within a workload can

be strategically distributed across different DSAs to leverage their specific advantages (e.g.,, optimizing for

energy, throughput, or latency). For example, a convolution operation might be mapped to a GPU for
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peak performance or to a deep-learning accelerator (DLA) for superior energy efficiency.

As the computing capabilities of energy-efficient devices advance rapidly, edge computing is becoming

more prevalent [19–22]. Edge and cloud systems have emerged as complementary pillars of modern

computing. Together, they shape contemporary data-processing architectures and management strategies.

Edge computing addresses the growing demand for real-time data processing, delivering instantaneous

responses at the data source. Meanwhile, clouds offer significant computational power, centralizing

resources and providing vast storage capacities that underpin complex data operations. While combining

edge and cloud resources promises major benefits in many emerging domains (i.e., federated

learning [23–25], collaborative autonomous robots [26, 27], and virtual reality (VR) systems [28–30]), it

also introduces substantial challenges. Particularly, in these emerging domains, a computing system may

consist of multiple edge devices with different computational capabilities and cloud servers. Providing

efficient execution becomes more challenging as more edge devices and cloud servers are integrated into the

system. Striking a balance between the low-latency, yet resource-constrained, edge computations offered by

edge devices with the expansive computational capabilities accompanied by higher communication latency

of the cloud resources, while ensuring efficiency and scalability, remains a central research problem.

Application requirements and resource constraints fundamentally guide both design-time architectural

decisions and runtime scheduling strategies [31–34]. For instance, cyber-physical systems frequently

incorporate resource-constrained architectures consisting of diverse PUs, such as GPUs, DLAs, and tensor

processing units (TPU), connected to the sensors interacting with the physical world. Despite having a

variety of accelerators available, systems with time-critical requirements or strict physical constraints (i.e.,

energy) necessitate careful management of resource utilization across specific PUs (i.e., CPUs or DSAs).

Exceeding the allocated time or energy budget can cause critical system failures. Similarly, VR headsets

equipped with heterogeneous SoCs must constrain computational latency to meet specified

quality-of-service (QoS) thresholds. Concurrently, servers serving to multiple edge devices must maintain

consistent latency within the same threshold for each device. Such constraints necessitate in-depth

performance analysis throughout the design phase and runtime operations. Operational decisions in such

systems must also respect the platform’s resource constraints, such as VR headset’s power and energy

constraints. While the design of such systems aims to adhere to these constraints, the runtime must be

able to adapt to dynamic system changes (e.g., the addition of a new edge device). This requires real-time

adaptation and continuous management of the system in response to dynamic hardware configurations,

computational demands, and energy limitations.
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1.1 Targeted Research Challenges

In general, efficient, collaborative, and secure execution of modern workloads on heterogeneous edge

devices necessitates a comprehensive understanding of performance capabilities, energy consumption, and

security vulnerabilities at both the SoC and system levels. This thesis tackles the following critical

challenges.

1.1.1 Minimizing Energy Consumption

Energy is a first-order constraint in autonomous robots, aerial drones, smart cameras, and

battery-powered VR headsets. The deployment of machine learning tasks, particularly deep neural

networks (DNNs), incurs significant energy consumption. Thus, DSAs have become standard because they

deliver an order-of-magnitude better joules-per-inference than a GPU executing the same kernel [35, 36].

Depending on the current energy budget of the system, the scheduler can choose between two strategies: (i)

assigning a task (e.g., the next DNN layer) to the single most energy-efficient PU, or (ii) distributing tasks

across multiple DSAs to achieve a performance goal while optimizing for overall SoC energy consumption.

Given that these systems aim to execute operations in real time with energy as a dynamic constraint, the

methodologies must be inherently adaptable to runtime conditions. Energy-conservative DSAs generally

outperform commonly employed energy-saving techniques, such as dynamic voltage and frequency scaling

(DVFS), since such DSAs are architected to specifically accelerate a type of workload (e.g., layers in a

DNN) in a highly optimized manner [37]. Mapping each task in a workload to the DSA that can execute it

most efficiently can yield optimal energy savings, though sometimes at the cost of slower execution time.

1.1.2 Minimizing Computational Latency

Reducing computational latency requires pinpointing performance bottlenecks at both the SoC level

and the system level. Every PU in a heterogeneous system exhibits unique computational characteristics

for different workloads. For example, an autonomous platform that runs several concurrent tasks (such as

perception tasks, localization, mapping, and planning) must carefully map each task to an appropriate

DSA. However, parallel execution of multiple tasks can trigger resource contention within the device,

especially within the shared memory subsystem, thereby introducing additional latency. Consequently,

assigning tasks based solely on standalone execution-time profiling produces inaccurate performance

predictions. Exhaustively exploring every possible task-to-DSA mapping is infeasible because of the vast

design space, and many DSAs, by design, expose only limited profiling information regarding their

capabilities and the granularity of available profiling data. Numerous black-box DSAs are released with

scant public data about their performance or architecture. A practical framework must therefore
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accommodate the black-box nature of these emerging accelerators to deliver precise system-level

performance predictions and to guide the efficient allocation of resources.

1.1.3 Improving Total System Throughput

As the deployments expand to include many devices, improving total system performance requires

detailed analysis and utilization of resource use at both the SoC and the system levels. At the SoC level,

throughput is governed by the capabilities of embedded PUs (CPUs and DSAs). A common strategy for

boosting performance is to run each task on whichever PU completes it fastest; however, in a

heterogeneous SoC, this approach might leave powerful units idle while they wait for tasks executing on

slower units to finish, thereby limiting overall speed-up. To achieve higher throughput, a more

comprehensive mapping approach spanning multiple applications and PUs is necessary, while considering

the shared resource slowdown (e.g., shared memory contention). Similar issues arise in larger systems,

where server-side resource allocation mechanisms (e.g., cloud) must consider edge-device performance, and

vice versa. Computing resources in each tier, such as PUs within edge devices and high-performance

servers in datacenters, are handled in isolation due to scalability and resource segregation. This practice

results in task mappings limited to only a subset of all available PUs, preventing efficient overall utilization

of the system. Maximizing the overall throughput in such platforms requires a holistic view of the entire

system’s performance while still respecting the isolation and resource segregation. New solutions should

address the issues of PU heterogeneity, edge and server-side scalability, runtime adaptability, and shared

resource contention.

1.1.4 Identifying Security Vulnerabilities of Shared Memory Design

In shared memory SoCs, while system-wide shared memory enables a convenient and cost-effective

mechanism for making data accessible across multiple PUs, such as CPU cores and domain-specific

accelerators, this architectural feature can also create new avenues for an attack. Due to the diverse

computational characteristics of the PUs they embed, shared memory SoCs often do not employ a shared

last-level cache (LLC). From a security perspective, covert channel attacks have been widely demonstrated

with high transmission rates that take advantage of CPU caches (i.e., L2 and LLC); however, achieving

high capacity covert channels over shared memory designs has been more challenging. Existing

trusted-execution environments (TEEs) and related countermeasures offer limited protection against covert

channel attacks that exploit the shared-memory subsystem. Although covert-channel attacks have already

been studied in shared-memory contexts, high-throughput communication has previously been practical

only when attackers could leverage an LLC or hold privileged or physical access to the memory system.
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Addressing these vulnerabilities, therefore, remains an essential component of a secure heterogeneous

platform.

1.2 Proposed Solutions

Modern heterogeneous edge platforms face four orthogonal yet tightly coupled challenges listed above.

In this thesis, we develop a set of strategies to jointly resolve the barriers to predictable, efficient, and

secure heterogeneous execution.

(i) Collaborative multi-accelerator execution for energy-capped systems: To limit the energy cost of

workloads while preserving responsiveness, we characterize the execution time and energy for all tasks in

the workload on each on-chip accelerator and measure the cost of switching execution between accelerators,

if needed. These measurements are embedded in a constrained-based objective optimization formulation

that, for any user-supplied energy target, produces a layer-to-accelerator mapping with the lowest

achievable end-to-end latency. We demonstrate the effectiveness of our approach on DNNs.

(ii) Contention-aware, fine-granular concurrent execution on multi-accelerator SoCs: For workloads

that need to run simultaneous tasks, we first decouple intrinsic per-task latency from slowdown under

contention, then express the joint task-mapping problem as a satisfiability-modulo-theory (SMT) instance.

The solver selects layer groups so that (i) neither accelerator is idle, (ii) the number of inter-accelerator

transitions is bounded, and (iii) concurrent tasks respect the available DRAM bandwidth. A lightweight

runtime re-optimizes the schedule whenever the control-flow graph of the workload changes.

(iii) Hierarchical edge–cloud orchestration that preserves QoS while respecting isolation and segregation

between computational nodes: We model the entire continuum as a multi-layer hardware graph in which the

vertices represent PUs and memory, and the edges represent interconnects. A modular Traverser predicts

execution time and interference along candidate paths, while a hierarchy of decentralized Orchestrators

negotiates task placements that satisfy QoS constraints without requiring any tier to hold a global

performance model.

(iv) Identifying security vulnerabilities on shared-memory SoCs: We construct a

memory-contention-based covert communication channel attack that does not require a shared last-level

cache design or elevated privileges. By crafting non-temporal copy kernels running on the CPU and GPU

and synchronizing their activity between both PUs, the transmitter imposes a deterministic bandwidth

signature through DRAM access latency patterns. We further analyze the impact of buffer size and

evaluate the trade-off between accuracy and channel bandwidth capacity.
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1.3 Key Contributions

This thesis advances heterogeneous computing in edge platforms in several dimensions, such as resource

management with formal theory, practical multi-accelerator scheduling algorithms, cross-tier and

generalized system orchestration through edge and cloud collaborative platforms, and architectural

security. Thus, this thesis delivers a cohesive framework that future researchers and practitioners can build

upon and utilize.

Increased performance and energy-efficiency through the use of different types of accelerators: The

increasing demands of modern computing, particularly driven by complex AI workloads, have made the

traditional approach of simply increasing microprocessor clock speeds or core counts insufficient. While raw

computational power continues to advance, many workloads necessitate a more nuanced strategy. To meet

stringent performance and energy budgets in mobile and autonomous systems, the efficient utilization of

heterogeneous accelerators within SoCs has become paramount. We empirically demonstrate that

sustained performance and energy improvements must come from simultaneously harnessing the diverse

accelerators already present on commodity SoCs. We propose a methodological and generalizable approach

to increase performance and energy efficiency for any mobile or autonomous system built around

multi-accelerator SoCs. The implications of this work are substantial, impacting billions of devices by

enabling them to execute complex tasks more effectively and sustainably, thereby extending operational

lifetimes and expanding capabilities in resource-constrained environments.

Constraint-based near-optimal task scheduling through solvers for multi-accelerator platforms: A

fundamental contribution of this research lies in effective utilization of formal methods (i.e., Integer Linear

Programming (ILP) and SMT) in solving complex, multi-objective scheduling problems on heterogeneous

SoCs. We demonstrate the capacity to satisfy the system constraints, such as energy consumption

thresholds and resource contention limits, and to exploit the distinct capabilities of diverse accelerators to

derive near-optimal, verifiable scheduling solutions. This is achieved by formulating energy-aware

scheduling for individual tasks and contention-aware scheduling for concurrent workloads as

constraint-solving problems, particularly for applications characterizable by tasks and a control flow graph

(CFG). Then, we specifically leverage the advantages of utilizing heterogeneous accelerators across

available tasks. Our workflow offers a reusable blueprint for future architectures integrating multiple

domain-specific accelerators, thereby shifting the community’s emphasis from ad-hoc heuristics to formally

verifiable optimizations.

A novel hardware representation for end-to-end scalable resource management: We design the first

hardware-graph-based abstraction that is multi-layered, capturing processors, memories, and interconnects
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within and between each computational node, and hierarchical, propagating interference information across

nodes. When paired with decentralized orchestrators, the abstraction proves that accurate performance

prediction and QoS-driven placement are achievable without a monolithic controller, setting a template for

future work in several domains, including AR/VR platforms with edge devices and cloud services,

federated learning clusters, and autonomous vehicle swarms.

Security implications of shared memory design in multi-accelerator platforms: We expose a critical

vulnerability in modern heterogeneous SoCs, highlighting the inadequacy of current security defenses and

necessitating new DRAM arbitration countermeasures. We reveal that high-bandwidth covert channels can

be built solely from DRAM contention with no privileged access and without targeting cache in the

memory hierarchy. The attack broadens the scope of architectural security research to include

memory-centric side channels in GPUs and additional domain specific accelerators (DLA, TPU, etc.),

which had previously been assumed safe. Our demonstration exposes a covert channel of kilobit per second

that requires neither caches nor privileged code, thus shifting the attention of the security community to

widely used shared DRAM SoCs without cache.

1.4 Dissertation Overview

This dissertation is organized as follows. In Chapter 2, we list several related works for energy-efficient

and high-throughput execution of DNN inference, edge and cloud collaborative executions, and existing

security vulnerabilities for shared memory architectures. In Chapter 3, we present AxoNN [38], a

collaborative and energy-aware multi-DSA execution scheme for DNN inference on heterogeneous SoCs. In

Chapter 4, we introduce HaX-CoNN [39], a throughput efficient, multi-accelerator, and contention-aware

runtime for concurrently executing DNNs on shared memory SoCs. In Chapter 5, we build HARNESS [40],

a holistic approach that captures the diverse computational characteristics of edge-cloud systems with

arbitrary topologies and efficiently manages computational resources with the whole continuum in scope.

In Chapter 6, we unveil MC3 [41], a new memory-contention-based covert communication attack that

specifically targets shared system memory in mobile SoCs. In Chapter 7, we propose future work ideas on

efficient scheduling for emerging workloads on SoCs, context-aware resource management, and

countermeasures for covert channel attacks and conclude the thesis.
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CHAPTER 2

RELATED WORK

In this chapter, we review state-of-the-art for energy-aware and throughput-optimized execution on

shared-memory SoCs, resource management in edge/cloud systems, and security vulnerabilities in shared

DRAM architectures.

2.1 Energy-aware Heterogeneous Execution on Shared Memory SoCs

Taking advantage of the different types of DSAs for energy-efficient execution of emerging workloads,

such as DNN inference, requires scheduling strategies that balance performance against tight energy

budgets while respecting inter-accelerator data-movement costs and memory contention. In the following

subsections, we review the state-of-the-art in energy-aware DNN pipeline partitioning, DVFS-driven layer

mapping, and analytically guided trade-off models that have been proposed to orchestrate such multi-DSA

platforms, setting the stage for the design space our work targets.

Pipeline parallelism: The data to be processed on DNNs can be distributed in small batches by creating

pipeline parallelism for multiple DSAs. GPipe [42] and PipeDream [43] split tasks between multi-DSAs

using pipelines and considering the transition time between accelerators for deep learning (DL) training.

HetPipe [44] considers the first step of heterogeneity and sets up multi-GPU clusters to apply the idea of

pipeline parallelism by maximizing utilization. However, none of the aforementioned works takes energy

into account.

Narayanan et al. [45] propose round-robin scheduling for a target-latency deadline for DL workloads.

Shamsa et al. [46] prioritize resource management over goals by considering dynamic changes. PCCS [47]

presents an empirical model that formulates shared memory contention between multiple DSAs. However,

these studies do not consider energy as a target or a metric.

Pipelining in DNN inference [48] is applied by distributing layers between CPU and GPU to maximize

system throughput and synchronous data through cache-coherent interconnects. Kang et al. [49] optimize a

single DL application response time using DVFS technique by finding the Pareto-optimal scheduling.

Jeong et al. [50] offer a parallelization methodology for DNN inference workloads to maximize throughput

by leveraging TensorRT’s GPU and DLA. However, none of these works considers using multiple

accelerators for DL tasks to find a trade-off between energy and latency. Minakova et al. [51] present a

mechanism for the execution of convolutional neural network (CNN) inference on MPSoC integrated

CPUs-GPUs by using task-level (pipeline) and data-level parallelism. Soomro et al. [52] uses pipeline to

maximize throughput with an online-tuning approach to decide the mapping of tasks to DSAs.
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Energy-performance trade-offs: MEPHESTO [53] first characterizes the workloads on different DSAs

and then models an energy-performance trade-off by collocating kernels and considering the memory

contention on heterogeneous shared memory systems. Their model considers the ordering and placement of

any given tasks between heterogeneous DSAs by using a dynamic programming algorithm. However, this

study does not take either the dependencies between OPs or the transition costs into account and is

therefore not suitable for DNN inference. Barik et al. [54] propose a mapping algorithm between CPU and

GPU by characterizing the power consumption of data-parallel specific workloads. Tzilis et al. [55] propose

an online profiling model to estimate power consumption and performance under DVFS configuration for a

given application. The aforementioned works do not consider challenges in executing DL applications on

multiple DSAs.

Concurrent DNN execution: Several studies [56–61] propose scheduling techniques for the concurrent

execution of multiple DNNs. Two of them focus on multi-DNN inference on SoCs: Herald [56] introduces a

mapper to optimize hardware resource utilization across accelerators such as NVDLA [5] and

Shi-diannao [62] whereas H2H [57] improves Herald by considering inter-accelerator transition costs.

OmniBoost [59] uses Monte Carlo tree search by exhaustively profiling layers on CPU and GPU and

generates optimal, yet static schedules.

Multi-accelerator scheduling: Scheduling for systems with more than one type of accelerator has

recently been targeted by many studies [63–69]. Among the most relevant, Gamma [63] and Kang et

al. [64] build genetic algorithms to utilize multiple accelerators for a single DNN execution while Wu et

al. [65] and Mensa [66] target unique hardware for edge devices. None of these studies address contention

and balancing issues with multi-DNN execution. DNN training for large-scale systems [70–73], on the other

hand, is outside the scope of this work.

Shared memory contention: None of the studies mentioned so far addresses shared memory contention.

MoCA [58] designs a multitenant DSA architecture with dynamic memory resource management.

FAST [74] uses an integer linear programming based operator fusion technique to remedy the memory

bottlenecks whereas ParDNN [75] partitions DNNs under a memory limit. However, these approaches are

not adaptable to off-the-shelf multi-DSA shared memory SoCs.

2.2 Edge and Cloud Collaborative Execution

We review various performance modeling and resource management approaches for collaborative

execution of applications on diversely scaled edge cloud systems (DECS).

Performance modeling for diverse heterogeneity: Understanding and modeling the performance of DSAs

in heterogeneous systems have been widely studied [11, 76–82]. In these systems, interference factors that
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adversely affect performance include shared caches [83, 84], CPU sharing [85–87], GPU

multi-tenancy [88–90], and multi-tasked DSAs [58, 91, 92]. However, all these works study a shallow, i.e.,

single-tier, case of heterogeneity: They assume either there is a single type of DSA or a single flat layer of

interaction between DSAs. In DECSs, however, computational nodes and the DSAs are connected in

arbitrary topologies with multi-tiered hierarchies and they are often abstracted behind segregated clusters.

Existing approaches are not flexible and generalizable enough to capture multi-tiered interactions between

diversely heterogeneous PUs in a DECS.

Shared resource slowdown: Recent studies [13, 39, 93, 94] identified that tasks running concurrently on

the PUs of shared-memory SoCs are subject to significant slowdowns. At the cloud level, multi-tenancy is

often unavoidable [95, 96] since each server serves requests coming from multiple edge devices. These two

types of slowdown are often more severe in performance-limited edge devices than more commonly studied

high-performance systems in the cloud [83, 84]. Therefore, if resource management mechanisms in DECSs

do not account for slowdowns at different tiers of computation, predicted performance will be inaccurate,

leading to missed QoS targets and oversubscribed resources.

HW and system representation schemes: Graphs have been commonly used to represent system

topologies in traditional large-scale systems [97–99], cloud providers [100], network-on-chip

modeling [101, 102] and electronic design automation [103]. Among the most notable, Hwloc [3, 104, 105],

an approach focused on high-performance computing (HPC) systems, uses a tree data structure to

represent the underlying HW. However, when used for DECSs, these approaches (i) are incapable of

adaptive detection of shared resource contention and propagation of the slowdown across different layers,

(ii) do not support segregated resource clusters and abstractions, and (iii) are not versatile enough to

support dynamic changes to the HW topology.

Scalable and adaptive resource allocation and management: Many task-based execution frameworks

[106–112] have been proposed for heterogeneous HPC systems. Interference-aware resource management

within GPUs [113] and across large-scale clusters [110, 114–117] is also widely studied for server-based

systems [118, 119]. Most recently, multi-accelerator collaborative execution in embedded system

SoCs [56, 66, 120, 121] attracted attention. A few studies [28, 76, 122–124] focused on task mapping in

edge-cloud platforms, however, they are either hand-tuned for specific application and HW, or they ignore

diverse heterogeneity.

2.3 Security Concerns and Vulnerabilities for Covert Channel Attacks

Over the years, security researchers have shown that having a shared hardware component with a

predictable performance slowdown leaves a unique fingerprint. Using this fingerprint, various attacks have
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exploited cache [125], memory [126], storage [127], temperature [128], and power [129]. Covert channel

communication attacks targeting vulnerabilities in the memory subsystem can be categorized into three:

(1) Cache-based, high-throughput attacks which leverage the LLC between CPU cores [125, 130–133],

between multiple GPUs [134] and between a CPU and a GPU [135]. (2) Low-throughput attacks targeting

directly the DRAM rely on memory performance attacks [136], memory deduplication [137, 138], bus

snooping [126] and monitoring of DRAM power consumption [139]. (3) Attacks requiring elevated privileges

or hardware access [136, 140–142]. None of these studies have shown how to build a fast,

memory-contention-based covert channel without the need for privileged access (check Section 6.3.1).

Denial of service (DoS) attacks [130, 143] exhaust the memory subsystem and greatly increase memory

access latency. Commonly implemented memory controller (MC) scheduling policies, such as fairness

control [144] and adaptive scheduler [145], are typically designed to maximize system performance.

Although MC schedulers that prioritize security [146, 147] mitigate memory performance attacks with

limited overhead, they cannot fully eliminate the threat. Our work, however, focuses on covert-channel

communication, which demands far higher precision than DoS attacks require (check Chapter 6).

Additional studies have shown how to create architectural covert channels in the cloud [126, 130], HPC

servers [134], and desktops [148, 149]. Similar studies also used temperature [128, 129] and power [129, 150]

as a covert communication channel. Our work focuses on the vulnerabilities stemming from shared memory

use.
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CHAPTER 3

AXONN : ENERGY-AWARE EXECUTION OF NEURAL NETWORK INFERENCE ON

MULTI-ACCELERATOR HETEROGENEOUS SOCS

The energy and latency demands of critical workload execution, such as object detection, in embedded

systems vary based on the physical system state and other external factors. The execution flow of the

critical workloads can be adjusted to span into multiple accelerators so that the trade-off between

performance and energy fits to the dynamically changing physical factors. In this chapter, we will present

our framework AxoNN. AxoNN is an energy-aware DNN inference scheduling framework for multiple

accelerators under an SoC by enabling an energy-performance trade-off by distributing layers in a DNN

between a performance- and a power-efficient accelerator.

3.1 Introduction

Computing devices are becoming highly heterogeneous with the increased utilization of domain specific

accelerators (DSAs), each of which is optimized to perform a specific type of operation. This trend is fueled

by the need of running applications that span a diverse set of computations for emerging fields such as

artificial intelligence, machine learning, and autonomous systems. The latest generation of SoCs —such as

NVIDIA’s Xavier and Orin architectures, Apple’s M1 and A15 Bionic chips, and Qualcomm’s Snapdragon

8 SoCs— have dramatically increased the degree of architectural heterogeneity within the same die. In

such systems, dozens of DSAs with diverse instruction set architectures (ISAs) work together to accelerate

operations (i.e., kernels or tasks in an application) that belong to emerging application domains.

In diversely heterogeneous SoCs, an operation (OP) can often be accelerated via different DSAs with

varying performance, energy, and latency characteristics. For example, a convolution OP can be set to run

on the CPU, GPU, deep learning accelerator (DLA) and programmable vision accelerator (PVA). The

DSA that would provide the near-optimal execution time and/or energy efficiency for an OP depends both

on the DSA capabilities, and on the properties of the operation, such as matrix size and filter dimensions.

Depending on the dynamic requirements of the system (e.g., high throughput, low energy), runtime

parameters of an OP (e.g., number of objects, image size), and availability of DSAs, the programmer (or

the system scheduler) may choose to map different OPs to different DSAs throughout the execution of an

application.

An emerging architectural feature of such heterogeneous SoCs is a shared system memory that all DSAs

and CPU can directly access and utilize. While this design choice is primarily motivated by the goal of

reducing chip area and production costs, it also helps in eliminating additional data transfer overhead
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between the host and the device [151]. Having shared memory directly accessible by every DSA in the

system enables assigning OPs in a workload to the DSAs more flexibly. This flexibility also enables

collaborative execution in shared-memory heterogeneous system architectures (SM-HSA), where OPs in a

workload can be executed on different DSAs [152] to exploit the varying benefits (i.e., energy, throughput,

latency, etc.) that different types of DSAs can optimally provide—e.g., a convolution operation can be

accelerated by a GPU for high performance, or by a DLA for better energy efficiency. In such SM-HSAs,

near-optimal utilization of the system resources heavily relies on carefully assigning the OPs to the

available DSAs based on the target performance and power goals of a given scenario [53].

While the most [44, 153–157] focus on improving the total throughput by using multiple DSAs

concurrently, only a few [54, 55] have investigated the performance-energy trade-off in limited aspects.

Besides, a limited number of studies [50, 158, 159] explore the benefits of using different types of DSAs

collaboratively for the same application. To the best of our knowledge, none of the existing studies are able

to address all of the following challenges altogether for multi-DSA collaborative execution:

• Holistic modeling of multi-accelerator execution that takes both the execution and data-transfer costs

between different type of DSAs into consideration.

• Tunable objective for power consumption which can be targeted while finding schedules with optimal

execution time.

• Generalized layer-wise characterization methodology for finding performance and energy costs of neural

network inference on multi-DSA systems.

In this study, we propose an energy-aware multi-DSA execution scheme for DNN inference on

heterogeneous SoCs. Our proposed scheme, AxoNN, uniquely enables setting an energy consumption target

(ECT) and finds a NN-layers-to-DSA mapping that minimizes the total execution time under a given ECT.

AxoNN utilizes a novel inter-accelerator transitional cost model to integrate the penalty of switching

between DSAs into the cost function. Our scheme characterizes each layer in the network for each target

DSA, and explores multiple transitions between layers to find schedules that satisfy the given ECT. We

represent the scheduling problem as a constrained-objective optimization problem.

3.1.1 Contributions

Our paper makes the following contributions:

• We present AxoNN, a multi-accelerator execution scheme for diversely heterogeneous SoCs, which finds

schedules with near-minimal execution time for a given ECT.

• We propose a novel, empirical model-creation technique to represent the cost of inter-DSA transitions on

a shared-memory heterogeneous SoC.
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• We build cost models for estimating energy and execution times which uniquely take transition times

and hardware-pipelined accelerator architectures into account.

• We evaluate AxoNN on the NVIDIA Xavier AGX SoC by using its embedded GPU and DLA. Our

results show that our methodology can find near-optimal schedules with one or two inter-DSA

transitions within up to 98% and 97% time and energy prediction accuracy, respectively, while staying

under the given ECT.

The remainder of this chapter is organized as follows: We first give a motivational scenario and

challenges in Section 2. Then, we demonstrate the communication and computation characterization for

multi-accelerator execution in Section 3. We list the necessary components for modeling the methodology

in Section 4 and present the methodology in Section 5. We present the evaluation of AxoNN in Section 6.

3.2 Motivational Study and Challenges

Motivation: Collaborative execution of popular workloads, such as neural network (NN) inference, on

different types of DSAs is a relatively new and unexplored scheme which has the potential to provide

unique benefits for budgeted execution scenarios. To demonstrate the feasibility of collaborative execution

for achieving different performance and energy goals on a heterogeneous platform, we conduct an

exploratory experiment, which is shown in Figure 3.1. In this experiment, we map the layers of the

VGG-19 [160] network to the GPU and the DLA of NVIDIA’s Xavier AGX SoC in three different ways.

The left-most and right-most columns in the figure show where all layers are executed, either on the GPU

or the DLA, respectively. The middle column illustrates a collaborative execution where the first n layers

are run on the GPU, and the remaining m layers on the DLA. The total execution time and energy

consumed are given under each column. Experimental results show that running all layers on the GPU

results in the fastest execution time, whereas running all layers on the DLA is the most energy-efficient.

On the other hand, the collaborative execution scheme shown in the middle results in a trade-off between

execution time and energy, as more layers of the network are executed on the DLA.

A hybrid (i.e., GPU+DLA) execution scheme could be more feasible in real-life scenarios, when there is

an energy constraint in the system. For example, when an autonomous aerial drone is running low on

battery, scheduling of the DNN layers to DSAs can be adjusted at the expense of a higher execution time

(i.e., latency), hence resulting in a lower images/second detected by the NN. For the scenario given in

Figure 3.1, if the remaining energy budget per image detected is less than 205 milijoules, (total

energy/image needed for GPU-only execution), but more than 139 milijoules, rather than running the

entire DNN on the DLA, choosing the GPU+DLA hybrid schedule in the middle will result in a more

feasible operation. The drone will still be able to complete its flight, but will be more responsive to the
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surrounding objects, thanks to the lower latency (12.4 ms per image) achieved by a GPU+DLA hybrid

execution against a DLA-only execution (22.6 ms per image).
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Figure 3.1 Simplified layer mappings for VGG-19 when executed with TensorRT on Xavier AGX: Leftmost
and rightmost control flow graphs (CFG) show the traditional methods of executing the DNN on a single
type of DSA. The multi-accelerator execution shown in the middle employs a transition between DSAs in
the execution flow to produce a schedule with a trade-off between latency and energy.

Challenges: We list some existing strategies of optimizations for efficient execution and identify the

following challenges to keep the optimization.

1) Grouping layers: Operator fusion has become a commonly applied optimization by popular

frameworks, such as TensorRT [161] and TVM [162], that minimizes the cache misses between OPs and

eliminates the duplicate OPs. Breaking potentially-fusible operations will increase execution time and, as a

result, energy usage.

2) Lack of flexibility in layer-to-DSA assignment: Each DSA has a different set of restrictions in terms

of their capabilities for running different OPs. For example, even though layer activation functions are

considered as separate layers on TensorRT layer set, TensorRT scheduler does not allow assigning

activation layers and other layers separately between DSAs. NVIDIA’s DLA has additional restrictions on

layer parameters and batch sizes. Moreover, TensorRT does not allow to transitions from DLA to GPU

after certain (e.g., Eltwise) layers . Such limitations force some layers to fall back to the GPU, even though

they are supposed to execute on DLA. Therefore, the flexibility on the potential inter-DSA transition
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points is restricted, and depends on the architecture of a NN, and on DSAs.

3) Profiling: Some highly-specialized accelerators —such as DLAs— run the consecutively-assigned

layers as a single black box and do not allow internal profiling of execution times layer-by-layer. This

limitation makes empirical modeling more challenging, since it presents an obstacle to fine-grained

performance characterization.

3.3 Characterization for Multi-accelerator DNN Inference on Diversely Heterogeneous SoCs

In DNN inference, finding the desired trade-off requires a careful distribution of layers onto accelerators.

However, using multiple DSAs to maximize the system’s utilization while staying under resource

constraints, such as ECT, requires characterizing the computation and communication cost of tasks.

Memory InterfaceBlock

Convolution
Buffer

Convolution 
Engine

Activation 
Engine

Pooling 
Engine

Normalization 
Engine

Figure 3.2 A simplified internal block diagram for NVIDIA’s DLA.

3.3.1 Inter-DSA Transition Overhead

On shared-memory SoCs, caches are often private to DSAs, due to complexity of cache coherency across

diversely heterogeneous processing units. When the execution flow switches from one DSA to another on a

shared memory system, which we call as transition points, the transient data present in private caches or

buffers of DSAs needs to be written back to the shared memory. Such additional memory read/write

operations need to be considered as transition overhead and added to the total execution time. The size of

the memory pages being written or read is the primary factor determining the magnitude of this transition

overhead. In most NNs, the size of the input and output data that each layer consumes and produces often

changes after each layer. Moreover, the internal memory hierarchy of each DSA affects the transition

overhead differently, even though the amount of data being read or written by two DSAs is the same [50].

Therefore, modeling the cost of inter-DSA transitions requires a careful consideration of the data size, layer

type and the DSA that the transition originates from and/or arrives into.

16



3.3.2 Execution Time Characterization

While the execution time of a specific DNN layer on a given DSA primarily depends on the layer type

and the input data size, the location of the data before the layer is also an important factor. Therefore, we

model layer execution time and inter-DSA transition time separately. The cold cache misses issued by

DSAs as they begin executing a layer after a transition requires a warm-up period for layer-by-layer

characterization. Another important factor affecting the execution time is the existence of internal

hardware pipelines. As shown in Figure 3.2, NVIDIA’s DLA architecture embeds a pipeline of internal

engines for common layers, such as convolution, activation, and pooling, in the order that these layers often

appear in NNs. The data between the engines are often forwarded with direct data buses, and separate

characterization of such layers may result in incorrectly estimated layer execution times. For example, since

the pooling layer reduces the amount of data being passed to the next layer, measuring the execution time

of the convolution and activation layers separately from the pooling layer will result in a longer execution

time than the case where these three layers are profiled together. Therefore, layer-characterization needs to

take such HW behavior into account for HW-pipelined DSAs.

3.4 Modeling Methodology

Taking into account the challenges and constraints, this section explains the methodology we utilize to

build our empirical model.
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Figure 3.3 Empirical models for Convolution and Pooling layers’ out-transition times after the layers are
run on GPU and DLA. X axis indicates the tensor sizes.

3.4.1 Modeling Inter-DSA Transition Cost

For the size of data needed to perform read/write operations, the transition overhead will increase as

the size of the data increases. The X-axes in Figure 3.3.a and Figure 3.3.b represent the tensor sizes, i.e.,

the size of the output produced after convolution/pooling layers. The Y-axis represents the transition cost
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in milliseconds if any transition is applied after the convolution/pooling layers. For example, performing

the transition operation for the convolution layer with a data size of 3MB can result in 14x more time

overhead compared to a data size of 100KB on the DLA. Thus, it is clear that the transition overhead

decreases as the data movement decreases on both of the devices in our experiments. Besides, DLA has a

second private buffer specifically for convolution operations, which directly affects DLA’s behavior for

different data sizes. Since the buffer has a relatively more limited size, larger data necessitates data

movement from afar rather than a private buffer.

3.4.2 Energy and Performance Characterization

Based on architectural restrictions, we check whether a layer can run on all DSAs, or can be marked as

a transition layer by using canRunOnDLA and markOutput TensorRT API calls. For example, a ReLU

activation layer cannot run by itself on the DLA, but merging a ReLU activation layer with a convolution

layer enables running both of them on the DLA. All of these values are obtained via offline profiler IProfiler,

using an API call on TensorRT, to obtain execution time and energy consumption on GPU and DLA.

We analyze the execution behavior of the DSAs for different OPs by considering layer types and OP

complexities, and measure the NN’s resource utilization layer-by-layer. In Figure 3.4(a-b), we measure

execution time and energy consumption of different layers on VGG-19 by using GPU and DLA separately.

The left vertical axis shows the execution time, whereas the right vertical axis represents the energy

consumption. Depending on the data size, convolution OPs on GPU are 3x to 4.5x faster than on DLA,

whereas pooling OPs on GPU are 3x to 7x faster than on DLA. For the energy comparison, convolution

OPs on GPU consumes 1.1x to 1.8x more energy than on DLA, whereas the ratio for pooling on GPU over

DLA varies from 0.6x to 1.15x.
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Figure 3.4 Empirical models for execution times of Convolution and Pooling layers on GPU and DLA for
different tensor sizes.
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3.5 Multi-accelerator Scheduling via Constraint-based Optimization

This section details how we build our cost functions and encode scheduling as a constraint-based

optimization problem. First, we formulate the total execution time using empirical values found for

transition and layer-wise execution times as shown in Section 3.4. Then, we assemble a constraint-based

optimization problem that minimizes total execution time for a given ECT.

Table 3.1 The notations used in this section.

Notation Explanation
Li ith layer in a given layer set L, 0 ≤ i ≤ len(L)
Pj jth processor in a given processor set P , 0 ≤ i ≤ len(P )
TRi Boolean variable set if a transition occurrs after Li, 0 ≤ i < len(L)

τ(i, j, OUT ) Output transition cost inflicted on Pi as the layer Li transitions to Pj .
τ(i, j, IN) Input transition cost inflicted on Pj as the later Li transitions from Pi.
e(i, j) Energy consumption of layer Li on processor Pj

t(i, j) Execution time of layer Li on processor Pj

ECT Energy consumption target
S(Li) Scheduling set of layers, 0 < i < len(L)

T (L,P, S, TR) Total time to execute a given layer set L, processor P, and schedule S
E(L,P, S, TR) Energy consumption by a given set of layer L, processor P, and schedule S

U(Li) The sub-unit executing the layer
γ(Li, s(Li)) Amount of time Li saves by pipelining in its input

NumTransitions Maximum amount of transitions allowed by user

Table 3.1 lists the components needed to formulate our optimization problem. Layer set L is a

NN-specific parameter which includes all layers Li in the network with their sizes and activation functions.

Processor set P represents all available processors and DSAs on the architecture. τ(i, j, OUT ) is used to

denote the OUT transition overhead inflicted on Pi as the transient data belonging to recently executed

layer are flushed back to the system memory. In this case, Pj is the target DSA of the transition. Similarly,

τ(i, j, IN) represents the IN transition overhead inflicted on Pj due to the cold cache misses caused by the

initial memory instructions executed by Pj .

Since each layer can be mapped to a different processor, the final layer-to-processor schedule for a

neural network is represented by:

S(Li) = Pj where 0 < i < m & 0 < j < n (3.1)

Since breaking fused operations and pipelined operations will cost extra time overhead, we consider

another feature in our metholodogy, pipeline(Li, S(Li)) in Eq. 3.2. If the schedule does not prevent any

OP from being pipelined, there will be no effect on the time and energy parameters. However, if the

sub-unit used by the previous layer is not the same sub-unit on the current layer for the same DSA, it can
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severely affect execution time and energy results.

pipeline(Li, S(Li)) =

{
0 if U(Li) = U(Li − 1)

γ(Li, s(Li)) if U(Li) 6= U(Li − 1)
(3.2)

After obtaining the related time parameters, the total execution time for a neural network

T (L,P, S(L→ P, TR) can be calculated via four different parameters, as shown in Eq. 3.3. Each layer Li

has a characteristic execution time on processor Pj , presented with a scheduling parameter s(Li). The

transition cost τ(Li, s(Li), OUT |IN), is added to the total execution only if the result of layer Li

transitions to a new processor, represented by TRi. Total energy consumption in Eq. (3.6) also has a

closely similar pattern with the total execution time since the energy consumption is calculated by the

same variables. We use TRi boolean variable to indicate whether any transition occurs in Eq. (3.4) and to

limit the number of transitions in Eq. (3.5).

T (L,P, S(L→ P ), TR) =

len(L)∑
i=0

(t(Li, s(Li)) +

(TRi × τ(Li, s(Li), OUT )) + (TRi × τ(Li+1, s(Li+1), IN)) +

(TRi × pipeline(Li, S(Li))))

(3.3)

TRi =

{
1 if S(i) 6= S(i+ 1)

0 if S(i) = S(i+ 1)
(3.4)

NumTransitions =

len(L)∑
i=0

TRi (3.5)

E(L,P, S(L→ P ), TR) =

len(L)∑
i=0

e(Li, s(Li)) +

(TRi × e(Li, s(Li), OUT )) + (TRi × e(Li+1, s(Li+1), IN))

(3.6)

Our objective function is to minimize the execution time of a DNN inference for a given set of layers

and processors, with each possible mapping of layers to the processors, and an energy constraint ECT .

Thus, we define our objective function and the primary constraint as follows:

min T (L,P, S(L→ P ))

s.t. E(L,P, S(L→ P )) < ECT
(3.7)

3.6 Evaluation

The constraints described in Section 3.5 can be handled with an off-the-shelf constraint solver. We solve

the objective function and its dependencies shown in Section 3.5 with the Z3 SMT solver, which efficiently

determines satisfiability of logical/numeric constraints.
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Figure 3.5 The comparison between the energy and execution times of the schedules estimated by AxoNN
versus the actual energy and execution times measured for the corresponding actual runs. For each
network we have targeted varying ranges of ECT that is between the energy consumption of all-DLA and
all-GPU execution.
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3.6.1 Experimental Setup

In this study, we use Nvidia’s Jetson Xavier AGX SoC since it embeds a performance-efficient (i.e.,

GPU) and an energy-efficient (i.e., DLA) DSA, together with access to the same shared DRAM memory.

The software versions utilized on our experimental platform are Ubuntu OS 18.04, Cuda 10.2, TensorRT

7.1.3, CuDNN 8.0.0, ONNX 1.6.0, and TensorFlow 2.3.1. We use the TensorRT engine to optimize the

pre-trained models collected from several neural network models, VGG-16/19 [160], Resnet18/50 [163],

Alexnet [164], and GoogleNet[165]. The reason we focus on these networks is that all layers in these

networks can be scheduled on both the GPU and the DLA. This allows us to flexibly explore all possible

layer-to-DSA assignments, without TensorRT engine falling back to GPUs.

3.6.2 Experimental Results

We design an experiment to observe the effect of transitions after different types of layers on a DNN in

Eq. 3.2. Since we mainly utilize two types of DSAs in our experiments (GPU and DLA), we first assign all

layers to GPU, and measure the total execution time. Then, we repeat the experiment by applying a

transition from GPU to DLA after the each layer on the neural network architecture and measure time on

the DSAs. In order to analyze the effect of each transition, we subtract the time for each transition point

from the previous transition experiment, and plot the results in Figure 3.6. In other words, for each Li

assigned to a different device, we calculate the execution time difference according to Equation 3.3.

Figure 3.6 A transition is performed on the layer at the X-axis from GPU to DLA. As the number of layers
increases on DLA, the execution time increases. Because the pipeline is broken, the transitions after
pooling layers have negative values, as explained in Section 3.2.

Since the layer is running on a slower device (DLA), the difference in terms of the time is generally

higher than zero in Figure 3.6. The layer-wise execution time characterization given in Figure 3.4 is inline

with these results. The transitions after pooling layers have negative values. Since the effect of braking
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pipelines exceeds the slowdown of introduced by executing the next layer on DLA, the total execution time

decreases. For this reason, applying a transition after such layers can provide an improvement in execution

time.

We evaluate the feasibility of our model given in Section 3.5 with 6 different DNN models. We define

our objective functions and the main constraint on the Z3 solver as given in Equation 3.7. The main idea

here is to restrict the energy with an upper limit by minimizing the execution time of DNN inference. We

provide the profiling results of layer execution time, energy, and transition characterization as inputs to the

solver, and obtain the near-optimal schedule as output. Our results are given in Figure 3.5. X-axis shows

the ECT constraint within a range from the minimum to the maximum amount of energy spent by all-DLA

and all-GPU executions, respectively. On the left and right vertical axes, we represent energy consumption

and execution times, respectively, corresponding to each value of ECT. The values represented by green

dots correspond to the execution time estimates, whereas the green lines show the measured execution

times when the schedule found by the solver for the specific ECT is executed. Similarly, the values

represented by red dots and lines are for energy consumption. Overall, our results show that our model

provides up to 97.1% accuracy on execution time prediction, and up to 98.2% accuracy on energy

consumption prediction. In the worst cases, the execution time and energy prediction accuracy falls down

to 78.1% and 71.9%, respectively.

3.6.3 Multi-transition and Scheduling Overhead

While each transition between DSAs costs extra time in the schedule, the most feasible execution may

still include multiple transitions, i.e., going back and forth between DSAs. Therefore, we run our solver by

allowing more than a single transition, by increasing the value of the NumTransitions variable (Eq. 3.5) to

3. Table 3.2 lists the number of inter-DSA transitions that the near-optimal schedules include. The

overhead of scheduling (i.e., solver execution time) is under 5 seconds when NumTransitions is set to 1,

and under 1 minute when NumTransitions is set to 3.

Table 3.2 The number of inter-DSA transitions that near-optimal schedules include when NumTransitions
variable is set to 3.

Model 1 Transition 2 Transitions 3 Transitions
GoogleNet 19 3 0
VGG-19 16 4 2
VGG-16 18 4 0
Alexnet 10 2 0
ResNet50 8 4 0
ResNet18 9 3 0
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3.7 Conclusion

This study presents AxoNN, a multi-accelerator execution scheme for heterogeneous SoCs. We explore

the factors affecting the energy-aware scheduling of DNN workloads onto DSAs. We analyze the transition

costs between DSAs in a shared-memory system and characterize the execution time and energy

consumption of different DNN workloads. We build a scheduling model to find the minimum execution

time for different energy targets. We test our methodology with 6 different networks, and test our results

with the Z3 SMT Solver, obtaining up to 98% prediction accuracy.
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CHAPTER 4

HAX-CONN: SHARED MEMORY-CONTENTION-AWARE CONCURRENT DNN EXECUTION FOR

DIVERSELY HETEROGENEOUS SOCS

Two distinguishing features of state-of-the-art mobile and autonomous systems are: 1) There are often

multiple workloads, mainly deep neural network (DNN) inference, running concurrently and continuously.

2) They operate on shared memory SoCs that embed heterogeneous accelerators tailored for specific

operations. In this chapter, we will propose HaX-CoNN, a novel scheme that characterizes and maps layers

in concurrently executing DNN inference workloads to a diverse set of accelerators within an SoC.

4.1 Introduction

Modern mobile and autonomous systems —such as cars, drones, and robots— hinge on edge intelligence,

which involves running computationally demanding workloads [26, 166, 167]. Notably, a diverse range of

applications embed multiple DNNs as subtasks such as object detection and semantic segmentation for

autonomous systems [168, 169] or pose estimation and eye-tracking for VR applications [170, 171].

Workloads running concurrently and continuously in such systems necessitate powerful SoCs that can meet

high computational demand and ensure safety [172] and QoS [173] requirements. Thus, such SoCs are often

equipped with a CPU, a GPU, and one or more domain-specific accelerators (DSAs), optimized to perform

specific types of operations. For example, NVIDIA Xavier AGX and Orin architecture comprise deep

learning accelerators (DLA), and a programmable vision accelerator (PVA) in addition to CPU and GPU.

Utilizing different types of DSAs for concurrently running workloads enables the flexibility to explore

execution strategies [13]. Leveraging this opportunity, in this work, we focus on mapping layers of parallel

DNNs to different types of DSAs so that we can improve computational latency and system throughput.

A common feature of such heterogeneous SoCs is the shared physical main memory where data is stored

for access by all processing units (PUs) in the system. Even though this cost-driven design decision curbs

costly data movement, memory subsystems in such architectures are often designed to accommodate the

memory demands of a single PU at a time. Consequently, shared memory contention emerges as one of the

primary performance bottlenecks in mobile and autonomous SoCs, when parallel tasks are concurrently

mapped to different accelerators [16, 94, 174].

We propose HaX-CoNN, a multi-accelerator and contention-aware execution scheme for collaboratively

and concurrently running DNNs on shared memory SoCs. HaX-CoNN is centered around characterizing

common layers in DNNs according to their DSA-specific performance and identifying how they are affected

by shared memory contention. Leveraging decoupled performance and contention characterization at a
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layer-level, HaX-CoNN exploits distinct capabilities of each DSA in the system by deciding whether the

execution of the next layer in the DNN should transition to another DSA or not. HaX-CoNN uniquely

finds an optimal mapping between the layers and DSAs in the system by formulating the problem as a set

of constraint-based linear equations and utilizing SAT solvers to find a solution.

4.1.1 Contributions

Our work makes the following contributions:

• We present HaX-CoNN, a contention-aware, multi-accelerator execution scheme that maximizes compute

utilization and minimizes the overall latency of concurrently running DNNs on shared memory SoCs.

• We propose a generalized and formal layer-to-accelerator mapping approach for concurrently running

DNNs. We demonstrate that SAT solvers can be utilized to produce optimal schedules for

multi-accelerator execution.

• We build a new contention modeling approach which significantly reduces profiling search space by

decoupling performance measurement and the slowdown.

• We present D-HaX-CoNN, a dynamic runtime adaptation of SAT solver-based optimal schedule

generation for dynamically changing workloads.

• We evaluate HaX-CoNN and D-HaX-CoNN on NVIDIA AGX Orin, Xavier AGX, and Qualcomm

Snapdragon 865 SoCs. Our results show that HaX-CoNN can provide latency and throughput

improvements up to 32% and 29%, respectively, over greedy-scheduling based approaches.

The remainder of this chapter is organized as follows: Section 4.2 surveys the background and key

challenges of running multiple DNNs on shared-memory SoCs. Section 4.3 introduces the HaX-CoNN

framework, covering layer grouping, per-layer characterization, contention modeling, and our

optimal/dynamic scheduler. Section 4.4 outlines the experimental setup, including platforms, workloads,

profiling, synchronization, and schedule generation. Section 4.5 presents a comprehensive evaluation across

single- and multi-DNN scenarios, dynamic workloads, and exhaustive pairwise studies.
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Figure 4.1 Different ways of executing VGG-19 and ResNet-101 DNNs in parallel on Xavier AGX.

4.2 Motivational Study and Related Work

We investigate concurrent execution on shared memory SoCs through a case study. In a typical loop

running on autonomous systems, VGG-19 [175] and ResNet101 [163] can be used in tandem for vision (i.e.,

perception) tasks. Since the remaining tasks in the autonomous loop depend on the completion of these

two DNNs, utilizing all computational resources in the SoC for these DNNs is expected to reduce the total

latency of the system. Figure 4.1 illustrates three different ways of executing two DNNs on NVIDIA Xavier

AGX SoC. In Case 1, DNNs are serially executed on the fastest DSA, which is the GPU, resulting in

11.3ms of cumulative latency. However, this method leaves DLA idle, thereby under-utilizing the system

resources. The first approach can be improved by a naïve concurrent execution, as shown in Case 2. In

this scheme, VGG-19 is run on GPU, and ResNet101 is mapped to DLA, resulting in 10.6ms cumulative

latency with a slight improvement. However, the speed-up obtained remains limited due to two reasons:

(1) DLA takes longer to execute, leaving GPU idle towards the end, and (2) when GPU and DLA operate

together, they contend for shared memory and slow down. For more efficient execution of concurrent

DNNs, we need a finer-grained, i.e., layer-level, mapping of the DNNs to DSAs.

Case 3 depicts an ideal case where layers in both DNNs are divided into two groups after layers #28

and #95, respectively. For each DNN, the execution is switched between two DSAs at the boundary of

corresponding layer groups (i.e., transition point). While seemingly non-intuitive, this approach

considerably improves the cumulative latency and increases the overall system utilization. This is due to a

careful partitioning and mapping of layers to GPU and DLA in a way that: (1) the shared memory

contention across concurrently running layers is minimized, (2) neither of the DSAs is left idle, and (3) the
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overhead of switching between accelerators between two layers is minimized. However, finding such

partitioning is not trivial, and the state-of-the-art approaches (detailed in Section 2.1) fail to provide a

holistic approach to perform this partitioning optimally.

Table 4.1 Feature comparison between the most related work and HaX-CoNN.
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Concurrent DNNs 7 7 7 3 3 3 3 3

Multi-accelerator 3 3 3 7 7 3 3 3

Transition cost 3 3 3 3 3 7 3 3

Memory contention 7 7 7 7 3 7 7 3

Dynamic scheduling 3 7 3 7 3 7 7 3

Optimal schedules 7 3 7 3 7 7 7 3

Gap in the literature: Table 4.1 provides a snapshot of what the most relevant works offer and how they

compare against HaX-CoNN. Achieving the ideal execution scenario with balanced layer distribution

among the DSAs requires holistic consideration of several factors given in Table 4.1: (i, ii) interaction and

mapping opportunities created by running concurrent DNNs on different types of DSAs, (iii) the transition

overhead when the execution within a DNN switches across accelerators, (iv) the slowdown caused by the

shared memory contention as layers run concurrently –our analysis shows that shared memory

contention-unaware decisions can reduce system performance by up to 70%, as detailed in Section 4.5.2–,

(v) support for dynamic schedules, and (vi) optimal schedule creation. The efficient and safe operation of

performance critical mobile and autonomous workloads on shared memory SoCs depends on the holistic

consideration of all these factors. Our experiments demonstrate that the lack of such consideration results

in mispredicted performance, which in turn results in inefficient execution.

Memory
Contention 
Slowdown

Overview

Concurrent 
DNNs

Sec 3.2

Sec 3.3

Sec 3.4 Sec 3.5Sec 3.1

Target 
DSAs

Layer  
Characterization

Schedule 
Generation

Problem 
Formulation

Layer 
Grouping

Figure 4.2 Overview of HaX-CoNN.
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4.3 HaX-CoNN: Heterogeneity-aware Execution of Concurrent Deep Neural Networks

An overview of our proposed methodology is given in Figure 4.2. HaX-CoNN takes the DNNs to be

scheduled and the target DSAs as input and produces the optimal schedule as output.

4.3.1 Layer Grouping

The first step involves identifying minimal layer groups to serve as atomic assignment units for DSAs.

This grouping considers several factors. After we identify all feasible layer groupings, hence the transition

points, the next step is to characterize each layer’s (or layer group’s) performance and the overhead if an

inter-DSA transition occurs after that particular layer (or layer group).

1) Preserving layer optimizations Layer/operator fusion [176–178] merges multiple layers into a single

layer. Transition points during DNN execution, where we switch execution from one DSA to another,

should not impede operator fusion. Therefore, we ensure that fusible layers are grouped together and

mapped to the same accelerator.

2) Input/output reformatting DSAs typically operate in an internal hardware (HW) pipeline. If a transition

from a layer mapped to such a DSA disrupts its pipeline, then an additional output reformatting operation

is inserted by the execution framework. Similarly, input reformatting might be required after transitioning

to that DSA. Layer groupings can be structured to avoid such formatting overheads.

3) Accelerator and software limitations DSAs are often limited by the layer types, parameters, and batch

sizes they support. DNN execution frameworks, such as NVIDIA TensorRT [161] and Qualcomm

SNPE [179], ensure such constraints are followed. We identify such limitations via vendor specific API calls

and our framework considers these limitations when locating valid transitions between accelerators.

In this step, we group layers as follows: If transitioning to another DSA after a layer is prohibited or

leads to increased overhead, the layer is grouped with subsequent layers. Otherwise, the layer is marked as

a potential transition point.

4.3.2 Per-layer Performance Characterization

Strategically assigning layers to the DSAs where they will run most efficiently has the potential to

increase performance. Previous studies [56, 66, 180–182] have detailed various parameters that affect the

efficiency of deep learning accelerators, such as layer type, input size, kernel size, etc. Different layers

within a DNN yield varying performance speed-ups when run on a specific DSA. To illustrate and analyze

this further, we conduct an experiment where we profile layer groups in GoogleNet on GPU and DLA. The

results given in Table 4.2 show that while the DLA performs slower than GPU for all layers, the speed

reduction is less severe for some layers. The fourth column lists the ratio of execution time on DLA over
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GPU, which varies from 1.40x to 2.02x among different layer groups. Larger performance discrepancies

primarily arise because compared to DLAs, GPUs are heavily optimized for large-size matrix operations

and they are capable of more effectively exploiting performance on convolution operations with larger

inputs. Conversely, smaller kernels, such as those in groups 95-109 and 124-140, are better fits for the

DLA’s internal on-chip buffer.

Table 4.2 Execution (E) and transition (T) time of layer groups in GoogleNet

Layer Group GPU DLA D/G Transition (G to D) Transition (D to G) Memory Thr. (%)
0-9 0.45 0.75 1.65 0.056 0.15 41.97
10-24 0.19 0.34 1.80 0.075 0.13 62.21
25-38 0.31 0.45 1.44 0.062 0.08 78.49
39-52 0.18 0.37 2.02 0.011 0.03 53.41
53-66 0.16 0.31 1.98 0.055 0.03 55.70
67-80 0.17 0.33 1.96 0.024 0.04 59.24
81-94 0.21 0.31 1.50 0.058 0.05 62.60
95-109 0.25 0.35 1.40 0.030 0.06 76.12
110-123 0.16 0.27 1.66 0.024 0.07 66.95
124-140 0.24 0.36 1.49 0.007 0.05 47.96

Prior studies [38, 59, 66, 183, 184] show that it is feasible to characterize DNNs via a layer-centric

profiling approach where commonly used layer types are profiled beforehand for different input and filter

sizes. Following a similar methodology, we profile each layer or layer group on the DSAs in the system. We

utilize IProfiler interface of TensorRT on NVIDIA devices [185], which reports per layer time. Profiled

execution times are then embedded into variable t, which is used in equations 4.2, 4.4, 4.5, and 4.7 in

Section 4.3.5.

4.3.3 Inter-DSA layer Transitions Characterization

Despite the potential performance boost offered by multi-DSA execution, transitioning between DSAs

comes with a cost. This cost, crucial for accurate performance predictions and optimal scheduling, is

contingent on the size of the transient data in private caches of DSAs. The output of the layer preceding the

transition is flushed back to the shared memory so that the DSA where the next layer will execute on can

access it. The fifth and sixth columns in Table 4.2 represent the time spent when the execution, after each

layer group, switches from GPU to DLA and vice versa. As output data sizes decrease toward the end of

layer groups, so does transition time. Notably, our experiments also reveal that some layer groups, such as

39-53 and 95-109, ending with pooling layers result in significantly less transition overhead when switching

from GPU to DLA. We empirically derive the transition costs of the layers on our target set of accelerators,

following the methodology outlined in [38]. To implement them, we insert MarkOutput and addInput
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API calls in TensorRT [185]. We then incorporate them into equations 4.2 and 4.3 in Section 4.3.5.

4.3.4 Characterizing Shared Memory Contention

One of the core novelties of our work is its ability to account for the slowdown caused by shared

memory contention. Since existing multi-DSA schedulers do not consider this when making scheduling

decisions, the resulting mappings often leave the system under-utilized. However, estimating this

slowdown, especially for multi-DSA systems, is not trivial. Exhaustive and peer-wise runs of all

combinations of layers by colocating them are required. This will result in a factorial explosion of profiling

search space and require significant profiling time [186].

To prevent this, we follow a decoupled two-step approach: we first characterize each layer’s requested

memory throughput when they are run standalone. Using these throughput values, we then utilize a

processor-centric slowdown model, PCCS [174], to estimate the slowdown without relying on layer-specific

information. PCCS represents the slowdown between multiple concurrent workloads as a function of

requested memory throughput and external memory traffic, and builds a piece-wise model to predict the

slowdown experienced by the accelerator requesting the throughput. Built upon PCCS, our decoupled

approach is performed at layer-level and separates the collection of layer-specific standalone performance

profiles, as collected in Section 4.3.2, and the slowdown caused by concurrent execution.

The last column in Table 4.2 lists memory throughput measurements per layer group in GoogleNet.

The general pattern we observe in many DNNs is that higher input size results in higher memory

throughput. We also observe that, as the filter size in convolution and pooling layers gets larger, there is a

decrease in throughput due to the increasing arithmetic intensity of the underlying operation.

Conventional hardware counters to monitor requested memory throughput may not be applicable for

some black-box DSAs which cannot be profiled with conventional tools. For example, NVIDIA Nsight

Compute tool [187] can profile requested memory throughput on GPUs but not on DLAs. As an alternative

way to methodologically solve this issue, we develop a four-step approach: 1) We first profile target layers

on GPU and analyze the memory throughput for several layer types (i.e., convolution, pooling, and fully

connected) and their parameters (i.e., input size filter size). Throughout their execution lifetimes, we

observe that many layers individually exhibit homogeneous memory access characteristics as they

internally embed homogeneous and dense computations. 2) We then profile external memory controller

(EMC) utilization for all layers on both DLA and GPU. In Figure 4.3, the input sizes of i1-i5 for the

convolution layers correspond to (224,224,64), (224,112,64), (112,112,64), (112,56,64), (56,56,64) and filter

sizes of f1-f5 correspond to (1x1), (2x2), (3x3), (4x4), (5x5), respectively. Our analysis reveals that the

EMC utilization for DLA and GPU are correlated and proportional. 3) Using this observation, we estimate
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its memory throughput on black-box DSAs (e.g.„ DLA in this case) by dividing its GPU-based memory

throughput by the ratio of EMC utilization of GPU and DSA for that specific layer. 4) Finally, by utilizing

PCCS, we estimate the slowdown of a layer on an accelerator via its requested memory throughput and the

external memory throughput requested by the other concurrently running layer on the other DSA.
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Figure 4.3 EMC utilization by conv layers on GPU and DLA with varying input (i) and filter (f) sizes

When multiple layers are run simultaneously on different accelerators, the degree of slowdown

throughout their execution is non-uniform and depends on the other layers running concurrently.

Figure 4.4 illustrates this behavior by depicting the execution timelines of five hypothetical layers

belonging to three different DNNs. Each timeline represents the execution of ith layer on jth DNN, labeled

as Lij on DSAk. The black regions in the timeline represent the time that the executions would take if all

layers were run separately. Each colored extension to the black regions indicates slowdowns for different

sets of layers running together. To address the complexity of handling varying amounts of slowdown during

the execution of collocated layers, we introduce a scheduling concept called contention interval. Each

contention interval (ti, ti+1) represents a period separated by the start or end of a layer execution, and it is

represented by the Eq. 4.8 explained in Section 4.3.5. During each contention interval, different rates of

slowdowns are observed by each layer, and the slowdown depends on the cumulative external memory

pressure demands during that interval.
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Figure 4.4 Illustration for a hypothetical execution of five layers from three DNNs running on three
different accelerators. Colored regions indicate additional slowdowns each layer experiences for varying
external memory pressure.

4.3.5 Formulating the Problem

We integrate layer execution time, inter-accelerator transition time, and memory contention slowdown

into a cost function and formulate the scheduling problem as a series of linear equations. Table Table 4.3

summarizes the variables and notations we use in the formulation. The primary input to our model is the

DNN set for which we explore its mapping to the accelerator set A. Li,n denotes the smallest layer entity

that belongs to the layer set of DNNn. A layer entity is either a single layer or a group of layers, as

explained in Section 4.3.1. Functions t(Li,n, a) and τ(Li,n, a, OUT |IN) represent the execution time and

transition overheads of layer Li,n on accelerator Aa, respectively.

Table 4.3 The notation used by our formulation.

Notation Explanation
DNNn nth DNN in the given DNN set which contains networks to be executed con-

currently
Li,n ith layer of the nth DNN in the DNN set

len(DNNn) Total number (length) of layer groups in DNNn

Aa ath accelerator in the given accelerator set A
S(Li,n) The schedule, i.e., accelerator mapping, of Li,n

t(Li,n, Aa) Total execution time of Li,n on Aa

st(i, n) Execution start time of Li,n

et(i, n) Execution end time of Li,n

τ(Li,n, Aa, OUT |IN) The time required to transition the DNN execution after|before layer li executed
on accelerator Aa

TRi,n Boolean var if a transition is set after layer Li,n

T (L, S(L))n Total execution time elapsed by the execution of given sets of layer L of the
nth DNN

cLi,n,S(L),L The slowdown of Li,n due to the contention caused layers running on other
accelerators, i.e., S(L)

Ii,j The length of interval where layers i and j overlap
Int Interval array holding start and end time of layers
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The goal of our formulation is to find the schedule S for all layers across all DNNs. The schedule

function, defined in Eq. 4.1, returns Aa that Li,n should be mapped to. S is assumed to be initially

unknown and will be determined by the solver later.

S(Li,n) = Aa where 1 ≤ i ≤ len(DNNn),

1 ≤ n ≤ len(DNN) , 1 ≤ a ≤ len(A)
(4.1)

Total execution time of a DNN is formulated in Eq. 4.2. Total time comprises standalone execution

time t of each layer, the slowdown C, and and IN and OUT transition costs, τ .

T (L, S(L→ A))n =

len(DNNn)∑
i=0

t(Li,n, S(Li,n)) ∗ CLi,n,S(L),L

+ TRi,n × τ(Li, s(Li), OUT ) + TRi,n × τ(Li+1, s(Li+1), IN)

(4.2)

We encode the decision to make transitions into our formulation via the boolean function given in Eq.

4.3. This function compares the accelerator assignments of adjacent layers Li,n and Li+1,n. If the

assignments differ, the transition cost, τ , is subsequently incorporated into Eq. 4.2.

TRi,n =

{
1 , if S(Li,n) 6= S(Li+1,n)

0 , if S(Li,n) = S(Li+1,n)
(4.3)

Eq. 4.4 and 4.5 compute the execution start and end times, st() and et() respectively, for layer Li,n.

Int array in Eq. 4.6 stores the start and end time for layers, facilitating the iterative comparison of the

contention intervals across layers.

st(i, n) = T (L0 to i−1 , n, S(L))n (4.4)

et(i, n) = st(i, n) + t(Li,n, S(Li,n)) ∗ Ci,n (4.5)

∀Li,n , [st(i, n), et(i, n)] ∈ Int
where 1 ≤ i ≤ len(DNNn), 1 ≤ n ≤ len(DNN)

(4.6)

The contention function C, outlined in Eq. 4.7, calculates the total slowdown for layer Li,n by taking

each time overlapping with that layer and the slowdown ratio corresponding to the interval. The

contention model returns an estimated slowdown amount depending on the bandwidth demanded by layer

li and cumulative external bandwidth demanded by other layers running inside the same interval.

CLi,n,S(L),L =
∑

Ik∈Int

I(Li,n , Lj,n) ∗ cont_model(Li,n , Ls)

t(Li,n, S(Li,n)) ∗ len(Ls)

where 1 ≤ j ≤ len(DNNn), 1 ≤ n ≤ len(DNN), Lj,n ∈ Ls

Intk ∩ [sti,n, eti,n] 6= ∅ , Intk ∩ [stj,n, etj,n] 6= ∅

(4.7)

Eq. 4.8 details how we determine the duration of contention intervals. If a layer faces no contention, the

equation simply returns the layer’s execution time, leading to a value of 1 to be returned in Eq. 4.7,
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thereby indicating no slowdown effect for a layer running independently in Eq. 4.2.

I(i, j) =



ej − si if(sj ≤ si ≤ ej & si ≤ sj ≤ ei)
ej − sj if(si ≤ sj ≤ ei & si ≤ sj ≤ ei)
ei − sj if(si ≤ sj ≤ ei & sj ≤ ei ≤ ej)
ei − si if(si ≤ sj & ei ≤ ej)
ei − si otherwise

(4.8)

We establish a constraint in Eq. 4.9 that limits two distinct layers from sharing the same accelerator for

longer than an ε interval. Ideally, in a flawless model, the estimated execution and slowdown values could

yield perfect transitions where accelerator usage periods can be precisely predicted. Variable ε allows us to

mitigate the prediction errors, and facilitates more transition points by allowing for a tiny overlap of

concurrently assigned layers on the same accelerator at the start or end of their executions.

Li,nn, Lj,n (Li,nn ∈ DNNnn and Lj,n ∈ DNNn |
stLj,n<stLi,nn∓ ε < etLi,nn or stLj,n< etLi,nn ∓ ε < etLj,n)

where S(Li,nn) = S(Lj,n) , nn 6= n

(4.9)

Objective functions: Depending on the different scenarios that a user may target, we propose two

separate objective functions: Equation 4.10 maximizes the utilization of the system to increase the total

throughput and Equation 4.11 minimizes the maximum latency among DNNs. The use cases for objective

functions are further elaborated in Section 4.5.

max

len(DNN)∑
n=1

1

T (L, S(L))n
(4.10)

minmax T (L, S(L))n (4.11)

4.3.6 Optimal and Dynamic Schedule generation

In our work, we target optimal schedules that satisfy given objectives and constraints because we don’t

resort to heuristics to find such schedules. We achieve this by representing the entire scheduling problem

formulated in Section 4.3.5 as a constraint-based optimization problem and solving with industry-strength

SAT solvers such as Z3 [188], Gurobi [189], and OptiMathSAT [190]. These solvers employ branch &

bound techniques to converge towards optimal solutions for many NP-complete problems (i.e., job-shop

scheduling) [191]. Considering the relatively small parameter search space of our targeted problem set (i.e.,

total number of accelerators and tasks in the system), the use of SMT solvers provides optimal schedules in

seconds. Depending on the operational requirements of the autonomous system, optimal schedules can be

found either statically or dynamically.

Generating optimal schedules beforehand (i.e., statically) is feasible for a variety of scenarios, such as in

autonomous systems with fixed resolution input devices (like cameras and lidars) and many DNNs designed
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for a fixed image or a video frame size. Some scenarios, such as a drone switching between discovery or

tracking modes, might require unique control flow graphs (CFGs). Such CFGs (or the path followed in a

CFG) and their corresponding schedules can be pre-determined statically and toggled during the execution.

Thus, users of HaX-CoNN can rely on offline profiling to determine the execution costs needed for static

scheduling [192].

There are other cases where the static generation of optimal schedules may not be possible. For

example, different DNN models may be required for various phases of the autonomous system

execution [193–195], resulting in an unpredictable change in the CFG. For such scenarios, we propose

D-HaX-CoNN, a runtime-based adaptation of our solution to (1) run SAT solvers on-the-fly, (2) gradually

achieve and apply better schedules, and (3) eventually reach an optimal solution as the autonomous system

continues to operate. This approach is feasible because autonomous systems often embed long-running

loops and once an optimal schedule is found for a recently changed CFG, it will be reused for a while.

4.4 Experimental Setup

In this subsection, we list the several computing platforms and DNN architectures we have evaluated on

HaX-CoNN. We also detail how we performed profiling, synchronized multiple DNN execution and

generated the schedules through solver.

Table 4.4 The HW specifications for NVIDIA AGX Orin

NVIDIA AGX Orin
GPU Ampere arch. 1792 CUDA & 64 Tensor cores
DSA NVDLA v2.0
CPU 12-core Arm Cortex v8.2 64-bit

Memory 32GB LPDDR5 | Bandwidth: 204.8 GB/s with 256-bit
Software JetPack 5.0.1

Table 4.5 The HW specifications for NVIDIA Xavier AGX

NVIDIA Xavier AGX
GPU Volta arch. 512 CUDA and 64 Tensor cores
DSA NVDLA v1.0
CPU 8-core Carmel Arm v8.2 64-bit

Memory 16GB LPDDR4 | Bandwidth: 136.5 GB/s, 256-bit
Software JetPack 4.5
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Table 4.6 The HW specifications for Qualcomm 865 Mobile Development Kit

Qualcomm 865 Mobile Development Kit
GPU Qualcomm Adreno™ 650 GPU
DSA Hexagon 698 DSP
CPU Qualcomm Kryo 585, 8-core, up to 2.84GHz

Memory 6GB LPDDR5 | Bandwidth: 34.1 GB/s with 64 bits

4.4.1 Computing Platforms

We use three popular heterogeneous SoCs to evaluate HaX-CoNN : NVIDIA AGX Orin [196], Xavier

AGX [197], and Qualcomm SnapDragon 865 development kit [198]. All three platforms have a shared

memory with multiple accelerators. The technical specifications of these systems are summarized in

Table 4.4, Table 4.5, and Table 4.6. It is essential to note that the maximum number of accelerators we

consider in our experiments is limited to two because, to the best of our knowledge, there are no

off-the-shelf SoCs that offer more than two types of programmable DSAs for DNN acceleration.

4.4.2 Applications

We use the DNNs that are commonly used in benchmarking DNN inference: Alexnet [199],

GoogleNet[200], Inception-V4 [201], ResNet18/52/101/152 [163], VGG-19[175], FCN-ResNet18,

CaffeNet [202], DenseNet [203], and Inc-Res-v2 [204] with datasets from COCO [205], ImageNet

ILSVRC [206], and Cityshape [207]. These DNNs could be used for various tasks in autonomous systems,

such as object detection, image recognition, semantic segmentation, pose estimation, and depth

estimation [168]. Standalone runtime performances are given at Table 4.7.

Table 4.7 Standalone runtimes (ms) and relative performance.

DNN & Device NVIDIA AGX Orin NVIDIA Xavier AGX
GPU
(ms)

DLA
(ms)

GPU
(ms)

DLA
(ms)

CaffeNet 0.74 1.79 2.26 5.51
DenseNet 2.19 3.10 7.84 -
GoogleNet 0.99 1.52 1.98 3.68
Inc-res-v2 3.06 5.15 15.12 17.95
Inception 2.49 5.66 8.31 15.94
ResNet18 0.41 0.74 1.37 2.81
ResNet50 0.91 1.67 2.88 6.01
ResNet101 1.56 2.47 5.34 10.6
ResNet152 2.19 3.26 7.7 12.71
VGG19 1.07 2.93 5.95 19.05

37



4.4.3 Profiling

Profiling duration varies by platforms: Computation, transition, and contention characterizations can

take up to 3, 10, and 15 minutes per DNN model, respectively, on NVIDIA Orin, Xavier, and Qualcomm

platforms whereas building engines require more time on NVIDIA boards. Since our approach is

layer-centric, we performed profiling only once and it is offline.

Neural network synchronization: TensorRT natively does not provide support synchronization between

the layers of DNNs concurrently running at different DSAs. To make sure that the inter-accelerator

transitions across DNNs are properly performed, we implement a TensorRT plugin that employs inter-DNN

synchronization via inter-process shared memory primitives.

4.4.4 Schedule Generation

We solve our formulation given in Section 4.3.5 by using Z3 SMT solver. Z3 has shown superior

performance for scheduling problems over popular solvers [191]. It works by determining the satisfiability

of the constraints and finding an optimal solution for a given objective and constraints. In most of our

experiments, Z3 takes under three seconds to run on a single CPU core of NVIDIA Orin AGX. In some

cases, such as for the Inception-ResNet-v2 network which consists of 985 layers, the solver takes around ten

seconds to find the optimal schedule.

4.5 Evaluation

We demonstrate the utility of HaX-CoNN via four execution scenarios with different objectives and

also via an experiment that exhaustively collocates all the DNNs in our evaluation set. Scenario 1 aims to

maximize throughput in concurrent data processing on the same DNN whereas scenarios 2 and 3 target

two different DNNs operating in parallel and in a pipeline fashion, respectively. Scenario 4 is a hybrid of

scenarios 2 and 3. We benchmark HaX-CoNN against five different baselines: (1) GPU only, (2)

non-collaborative GPU & DLA, (3) Mensa [66] (which only supports single-DNN execution), (4)

Herald [56], and (5) H2H [57] (which both support multi-DNN execution).

4.5.1 Running Multiple Instances of the Same DNN

Edge deployments frequently spin up several replicas of a single DNN to drive throughput or segregate

service-level priorities. However, running such an operation intensifies both accelerator imbalance and

shared-memory contention.
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Figure 4.5 Throughput (FPS) comparison for Scenario 1: Multiple instances of the same DNN is run
concurrently on NVIDIA AGX Orin.

Scenario 1 - Concurrent image processing with same DNNs: In systems aiming for high throughput,

multiple instances of the same DNN could concurrently process consecutive images. Figure 4.5 reports the

results of five different experiments designed for this scenario. The experiments are run on NVIDIA Orin

and we compare HaX-CoNN against two naïve baselines and Mensa [66]. Overall, our experiments for this

scenario show that HaX-CoNN can boost throughput (i.e., FPS ) up to 29%. There are several key

observations we make in this experiment: (1) In GoogleNet experiment, HaX-CoNN maps the middle

groups of layers (1-95 and 38-149) to GPU for both DNN instances since GPU executes those layers ∼2x

faster than the DLA. (2) Due to shared memory contention, non-collaborative GPU & DLA execution does

not always generate a better throughput compared to GPU-only execution. (3) We observe either limited

improvements or no improvement by Mensa as it doesn’t consider shared memory contention, leading to

mismatched layer transitions. Even though Mensa considers transition costs, its greedy strategy fails to

account for the transition costs occurring in the future, leading to inaccurate transition decisions.

4.5.2 Concurrently Running Different Type of DNNs

Table 4.8 lists the results of the experiments we performed by comparing HaX-CoNN to naïve and

state-of-the-art multi-DNN concurrent execution schemes. Experiments 1-5 are on Xavier AGX, 6-8 are on

AGX Orin, and 9-10 are on Qualcomm 865. The second to fourth columns describe the experiment designs

and the corresponding scenarios. There are four baselines we compare our work against: (1) GPU-only, (2)

GPU & DSA, (3) Herald [56], (4) H2H [57]. The last three columns list the optimal schedules found by

HaX-CoNN, the latency and throughput (i.e., FPS) for HaX-CoNN, and the improvement over the

best-performing baseline.
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Table 4.8 Experiments run for Scenarios 2, 3, and 4. We compare these scenarios against baselines when
run on NVIDIA Xavier AGX (in experiments 1-5), NVIDIA AGX Orin (in experiments 6-8), and
Qualcomm 865 (in experiments 9-10). DSA refers to DLA for NVIDIA platforms and to the Hexagon DSP
for the Qualcomm platform.

Exp
# Goal DNN-1 DNN-2

(1) GPU
only

(2) GPU &
DSA (3) Herald (4) H2H

Optimal
schedule by
HaX-CoNN

Runtime of
MC3

schedule
Lat. FPS Lat. FPS Lat. FPS Lat. FPS TR Dir. Lat. FPS

1 Min
Lat.

VGG-19 ResNet152 17.05 58 16.05 62 19.73 50 16.55 60 29
89

DtoG
GtoD

13.01 77

2 Min
Lat.

ResNet152 Inception 16.23 61 15.96 62 15.81 63 15.75 64 188
72

DtoG
GtoD

13.11 76

3 Max
FPS

Alexnet ResNet101 11.04 90 10.97 93 12.10 82 11.49 87 11
161

GtoD
DtoG

8.7 115

4 Max
FPS

ResNet101 GoogleNet 7.02 143 7.37 140 8.95 111 9.10 109 0
0

DtoG
DtoG

7.02 143

5 Min
Lat.

GoogleNet
ResNet152

FC_Res18 15.41 77 18.88 61 23.68 47 20.90 54 38
235

DtoG
GtoD

12.09 85

6 Min
Lat.

VGG-19 ResNet152 3.95 267 4.58 218 5.76 174 4.90 204 27
95

DtoG
GtoD

3.21 311

7 Max
FPS

GoogleNet ResNet101 4.12 378 4.24 364 4.44 340 4.13 380 38
128

DtoG
GtoD

3.4 426

8 Min
Lat.

ResNet101
GoogleNet

Inception 5.06 197 4.97 201 5.56 180 4.91 203 31
88

DtoG
GtoD

4.41 226

9 Max
FPS

GoogleNet ResNet101 98.3 10.1 79.1 12.6 95.9 10.4 113.8 8.8 52
148

DtoG
GtoD

71.08 14.1

10 Min
Lat.

Inception ResNet152 219.6 4.5 178.2 5.6 223.1 4.5 202.3 5.2 17
135

DtoG
GtoD

155.3 6.4

Scenario 2 - Two different DNNs operating on the same data: This scenario illustrates a case where

different DNNs, such as object detection and image segmentation, process the same input in parallel, and

they synchronize afterwards. The results are assumed to be passed on to subsequent tasks, such as motion

planning [208], and then the loop is started over. Experiments 1, 2, 6, and 10 in Table 4.8 are run to

demonstrate this scenario on three different target architectures. Our results show that HaX-CoNN

improves both latency and throughput up to 23% in all four experiments of this scenario. We also observe

that both H2H and Herald make inaccurate latency estimations that are wrong by up to 75% since neither

of them considers shared memory contention. Experiments 1 and 6 show that HaX-CoNN results in

different schedules for the same scenario running on different SoCs. For experiment 10, GPU & DSP is the

best performing baseline for Qualcomm platform since GPU & DSP are more balanced on this platform in

terms of their computation capability. Even though the schedule found by HaX-CoNN in experiment 10 on

Qualcomm has a relatively higher transition cost among other transition candidates, the improvement

primarily comes from minimizing the memory contention and effectively distributing the layers to DSAs.

Scenario 3 - Two different DNNs operating on streaming data: This scenario examines a common

autonomous system setup where the input (e.g.„ camera stream) is available as a data stream and multiple

tasks, such as object detection followed by object tracking [209], are executed in a pipelined manner. This

scenario is covered by experiments 3, 4, 7, and 9. To establish the dependency among DNNs, we connect
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the last layer of the DNN1 to the first layer of DNN2 as an input. Interestingly, HaX-CoNN opts not to

use DLA for none of the layers in experiment 4 since running two images sequentially on the GPU yields a

higher throughput. Particularly, the performance of DLA on ResNet18 is less than the slowdown imposed

on the GPU. Overall, if there are cases where layer-level mapping does not foster any benefits, HaX-CoNN

is capable of identifying these cases and utilizing the baseline solution instead. Our scheme guarantees that

no worse results are obtained than the naïve baselines.

Scenario 4 - Multiple DNNs with concurrent and streaming data: In this scenario, two DNNs (DNN1

and DNN2) have a serial dependency in between and another DNN (DNN3) runs in parallel with the

former two [209]. Experiments 5 and 8 belong to this scenario and the objective function is set to minimize

the combined latency. HaX-CoNN is able to provide latency and throughput improvements up to 22%.

Best performing baselines run DNN3 mostly on GPU since unbalanced workloads among accelerators and

shared memory contention alleviate the advantages of concurrent utilization. In experiment 5, the schedules

that use both DSAs concurrently perform worse than serialized GPU executions, since DLA is generally less

effective in running fully-connected layers. In experiment 8, H2H provides the fastest baseline performance

since they are capable of exploiting heterogeneity of DSAs for appropriate layers (e.g.„ such as running

DLA-efficient small layers on DLA and assigning others to the GPU). However, the schedules proposed by

H2H lead to an over-subscribed DLA execution. On the other hand, HaX-CoNN finds the right transition

points where no accelerators are overloaded and the transition cost is lower. In some schedules generated

by H2H, such as experiment 3, while the transition points that are identified by H2H prevent accelerator

over-subscription, the assignments for the remaining layers on both DNNs lead to workload imbalance.

Throughout the experiments, we generally observe that the benefits of architectural heterogeneity

exploited by the state-of-the-art remain limited. The primary reason for the subpar performance of H2H

and Herald compared to naive baselines is that their cost functions ignore shared memory contention. This,

in turn, causes the timings to be mispredicted and eventually results in being unable to generate optimal

schedules. Certain layers end up being assigned to the same accelerator (either GPU or DSA) at the same

time, and this is due to poor (i.e., non-optimal) handling of constraints triggered by mispredicted execution

times. For example, on the DLA, two layer groups that are supposed to execute at different times are

scheduled together, but they end up waiting for each other. During this time, the other accelerator (e.g.„

the GPU) is left idle.

In experiments 4 and 9 of Table 4.8, the latency of schedules generated by Herald is better than H2H

because H2H makes optimizations to reduce the transition costs, yet leading to worse inter-DSA

contention. We also observe that some of the optimizations performed by H2H are already performed by

TensorRT. Therefore, such optimizations are already covered by our baselines, and this may hinder the
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benefits of H2H over our baselines. On the other hand, this situation does not affect the benefits

demonstrated by HaX-CoNN over H2H and Herald. Also, it is worth noting it takes more time to generate

schedules with H2H or Herald (i.e., more than 10 seconds in most cases) than with HaX-CoNN.

Figure 4.6 Slowdown of concurrently executing GoogleNet on GPU with different DNNs on DLA.

Based on what we observe in Table 4.8, we further analyze the slowdown caused by memory contention.

Figure 4.6 depicts the amount of slowdown experienced by GoogleNet running on the GPU when other

DNNs are concurrently run on the DLA of Xavier AGX. The slowdown is calculated based on the

standalone GPU execution of GoogleNet where there are no other concurrently running DNNs. HaX-CoNN

significantly reduces the shared memory contention slowdown in all experiments.

4.5.3 Adapting Optimal Scheduling to Dynamically Changing Workloads

As discussed in Section 4.3.6, we propose D-HaX-CoNN to handle dynamic changes to the autonomous

CFGs. Its operation is as follows: (1) It starts with an initial best naïve schedule.1 (2) As the autonomous

loop starts executing with the initial schedule, we periodically replace the initial schedule with a better

schedule as Z3 progresses. (3) We continue running Z3 until no further improvement is possible.

To demonstrate the effectiveness of D-HaX-CoNN, we perform an experiment where dynamic changes

in the CFG are simulated by changing three DNN pairs being executed every 10 seconds. DNN pairs are

the same within experiments 2, 5, and 1 in Table 4.8, respectively. Figure 4.7 depicts the concurrent

execution time of the DNN pairs (i.e., latency per image) as they change. In this experiment,

D-HaX-CoNN is run on a single CPU core with an initial schedule given by baseline. We update the

schedules at 25ms, 100ms, 250ms, 500ms, and 1.5s after starting Z3. The blue lines correspond to the

execution time of the updated schedule. The optimal schedule for each pair (represented by a yellow line)

is calculated to denote the oracle solution that D-HaX-CoNN is expected to reach.

1We do not start with a Herald or H2H schedule since they also take seconds to return a schedule.
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Figure 4.7 A dynamic execution scenario where the target CFG (i.e., DNN pairs) changes every 10 seconds.
D-HaX-CoNN is shown to gradually improve the execution time as Z3 is asked to update schedules at
25ms, 100ms, 250ms, 500ms, and 1.5s. Blue stars show the update intervals.

Our results show that D-HaX-CoNN quickly converges to the optimal solution. In particular,

D-HaX-CoNN reaches an optimal solution faster for the second and third DNN pairs (1.9s and 1.3s),

compared to the first pair (5.8s), since the latter pair has three DNNs and more layer groups. As explained

before, a larger number of layer groups results in potentially more transition points to explore, which then

increases the time required to explore all transition candidates for the optimized objective function.

Table 4.9 The scheduling overhead (%) of dynamically running the Z3 solver on a CPU core while AlexNet
on the DLA is concurrently executed along with other DNNs on the GPU of Xavier Orin.

CaffeNet DenseNet GoogleNet Inc-res-v2 Inception MobileNet
0.45% 0.89% 1.64% 0.69% 1.64% 1.31%

ResNet18 ResNet52 ResNet101 ResNet152 VGG16 VGG19
0.16% %0.23% 0.38% 0.71% 1.12% 1.59%

To evaluate the overhead of running Z3 solver along with the concurrent DNN execution, we conduct

another experiment where we run AlexNet on DLA along with various DNNs on GPU while Z3 solver runs

on a single CPU core of NVIDIA AGX Orin. The results, presented in Table 4.9, show that running the

solver on the fly slows down the DNN execution time by no more than 2%. This is attributed to Z3’s low

memory footprint and Z3 successfully reduces the size of the parameter search space for our targeted

problem into a smaller set.

4.5.4 Exhaustive Evaluation with All DNN Pairs

The DNNs that are run concurrently in the experiments presented in Section 4.5.2 were handpicked to

reflect the importance of the use cases in each scenario. In this subsection, we conduct a comprehensive

evaluation of HaX-CoNN, by running every possible DNN pair in our entire DNN set. Since we test every

possible pair, the execution times for two concurrent DNNs can significantly differ. We first check the

execution time on DLA and GPU for DNN-1 and compare it to DNN-2. Then, to balance out the
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discrepancy, we increase the number of iterations for the faster DNN. Such scenarios are quite common in

multi-sensor systems where two independent sensor data (i.e., camera and radar) are processed

concurrently at different frequencies, or where multiple iterations over consecutive data are required to

maintain the system’s overall accuracy above a threshold. Results of this experiment are given in

Table 4.10 as a lower triangular matrix –The upper triangular matrix is symmetric because we are running

DNN pairs. The first row of each cell shows the accelerator(s) where the baseline is the fastest for the

corresponding objectives. The second row of each cell shows the percentage of improvements that

HaX-CoNN was able to achieve over the baseline. In this experiment, due to the complexity of the

scheduling and because of similar reasons explained in Section 4.5.2, both H2H and Herald mostly result in

worse runtimes than the naïve baselines. Key observations from this experiment include:

1. Any pair involving GoogleNet shows improvement since GPU’s performance is close to DLA’s

performance on GoogleNet and HaX-CoNN can exploit different transition points where both

accelerators are efficient.

2. Overall, HaX-CoNN improves the throughput on 35 pairs out of 45 and identifies that GPU-only

execution should be applied to the remaining 10 pairs (which are marked as x in Table 4.10), ensuring

that HaX-CoNN does not underperform. However, experiments involving VGG19 show improvement

only in three pairs. The fastest baselines for this DNN are all GPU-only and the execution of VGG19

on DLA is substantially slower than on GPU. Running another DNN on the DLA slows down the

entire execution due to high memory contention. When DenseNet or GoogleNet are paired with

VGG-19, HaX-CoNN shows a slight speed-up since DLA is proportionally faster than the average on

the last layer groups in DenseNet and GoogleNet, and in the initial groups of VGG-19.

3. Despite the execution of CaffeNet on DLA being slower compared to GPU; favoring a GPU-only

baseline, HaX-CoNN is still able to improve performance since CaffeNet is a compute-intensive DNN

and does not cause too much contention when paired with other DNNs.
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Table 4.10 Comparison among HaX-CoNN and the best baseline for DNN pairs running on AGX Orin.

DNNs 1 2 3 4 5 6 7 8 9 10

1-CaffeNet GPU
1.13

2-DenseNet GPU
1.14

H2H
1.18

3-GoogleNet GPU
1.06

D/G
1.18

GPU
1.22

4-Inc-res-v2 GPU
1.08

GPU
x

D/G
1.25

D/G
1.18

5-Inception GPU
1.10

GPU
1.15

GPU
1.15

D/G
1.06

H2H
1.05

6-ResNet18 GPU
x

D/G
1.14

G/D
1.13

D/G
1.32

GPU
1.19

GPU
1.23

7-ResNet50 GPU
x

D/G
1.21

H2H
1.06

GPU
1.16

GPU
1.11

GPU
1.06

GPU
1.17

8-ResNet101 GPU
1.11

G/D
1.05

G/D
1.08

D/G
1.19

GPU
1.08

D/G
1.24

GPU
1.11

GPU
1.09

9-ResNet152 GPU
1.09

G/D
1.08

G/D
1.17

GPU
1.14

Her.
1.07

D/G
1.18

H2H
1.09

GPU
1.08

GPU
1.18

10-VGG19 GPU
x

GPU
1.11

GPU
1.04

GPU
x

GPU
x

GPU
1.08

GPU
x

GPU
x

GPU
x

GPU
x

4.6 Conclusion

We propose HaX-CoNN, a scheme that maps layers in concurrently executing DNN inference workloads

to the accelerators of a heterogeneous SoC. HaX-CoNN holistically considers per-layer execution

characteristics, shared memory contention, and inter-accelerator transitions while finding optimal

schedules. Our experimental results show that HaX-CoNN can improve latency up to 32%.
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CHAPTER 5

HARNESS : HOLISTIC RESOURCE MANAGEMENT FOR DIVERSELY SCALED EDGE-CLOUD

SYSTEMS

In Chapters 3 and 4, we have maximized the computational capability within an edge device. For

distributed systems, computing resources in each tier, such as processing units inside in-the-field edge

devices and high-performance servers in clouds, are handled in isolation due to scalability and resource

segregation in several domains, such as federated learning, AR/VR platforms, and smart buildings. In this

chapter, we will introduce a holistic approach,HARNESS. HARNESS is a resource management framework

that captures diverse computational characteristics of edge-cloud systems with arbitrary topologies and to

efficiently manage computational resources across the whole continuum in the scope.

5.1 Introduction

Computing in-the-field (i.e., on the edge) is becoming more demanding. The increasing need for

on-device intelligence results in a wider deployment of system on chips (SoC), embedding a variety of

processing units (PU) and domain-specific accelerators (DSA), to efficiently run applications with minimal

power and/or latency [210, 211]. Often, edge devices also rely on more powerful servers to store the data

they collect [212], offload some of their computation [213] or synchronize with other devices [22]. In many

emerging domains such as federated learning, autonomous systems, and AR/VR systems, the execution of

the workloads spans numerous nodes with varying degrees of computational power (i.e., heterogeneous),

including edge devices and servers (or “cloud").

Over the last two decades, resource management for HPC systems [110, 111, 214] and data

centers [116, 117, 215] has been broadly studied. In the meantime, edge platforms became more

accelerator-rich, powerful, and efficient [35]. However, as the execution of emerging workloads evolved to

span computing systems with vastly heterogeneous computational tiers, which we refer to as diversely

scaled edge-cloud systems (DECSs), existing approaches fail to provide a scalable resource modeling and

management solution that can holistically capture the edge-cloud system’s performance accurately and

adaptively (see §2.2 for details). Specifically, DECSs have the following key characteristics which present

unique challenges when considered together: (1) High degree of computational heterogeneity :

Computational nodes (e.g., edge devices and cloud servers) in a DECS constitute a multi-tiered computing

topology. The nodes in each tier embed multiple PUs that have significantly diverse computational

capabilities compared to the other nodes in the same and different tiers. (2) Segregated/isolated

computational environments: Computational resources are segregated into various clusters to abstract or
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group nodes based on their functionality or isolation requirements (e.g., mesh-IoT [216],

function-as-a-service [217] and cloud gaming [218]). For example, the internal architecture and operation of

the servers in the cloud are often invisible to edge devices and vice versa. (3) Dynamically changing

computational capabilities: The performance of the system varies over time depending on the newly added

or removed nodes and the slowdown caused by shared resource usages across various tiers.

In this paper, we propose HARNESS, Holistic and Adaptive Resource maNagement for diversely

scaled heterogeneous Edge-Cloud SyStems. HARNESS leverages a multi-layer graph-based HW

representation to enable flexible and scalable abstractions of the computational resources in DECSs. The

graph-based HW approach champions a modular strategy, allowing the incorporation of existing

performance models, while still capturing interactions at higher levels across the system. HARNESS

deploys a multi-tiered Orchestrator (ORC ) mechanism to hierarchically locate resources a task could be

mapped to, while taking the slowdown caused by shared resource usages at different tiers into account.

ORC s enable scalable resource management across isolated/segregated computational node clusters

without the need for any group to have complete performance models and task-assignment knowledge of

the other group. ORC s utilize an internal Traverser mechanism to predict the shared resource slowdown

for a given mapping between a set of tasks and target PUs. Our slowdown modeling approach uniquely

decouples the standalone performance of a component and the slowdown caused by shared resource usage;

hence, simplifying the performance modeling and increasing the prediction accuracy.

Overall, HARNESS, to the best of our knowledge, is the first framework to enable a holistic resource

management approach utilizing all computational resources in heterogeneous edge-cloud-based systems

while taking multi-tier interference and dynamic HW topology changes into account.

5.1.1 Contributions

Our work makes the following contributions:

• We present a graph-based multi-layer HW representation scheme that is capable of expressing arbitrary

topologies of HW components and their interactions in DECSs.

• We devise a Traverser logic to automate the process of predicting the performance of a given set of tasks

on a target set of PUs while also accounting for the shared resource slowdown among concurrent tasks.

• We design a multi-tiered, decentralized Orchestrator mechanism that scalably finds a mapping of a task

to a local or remote PU while satisfying the task’s constraints. Our proposed ORC mechanism uniquely

supports segregated resource clusters, which is common in DECSs.

• We demonstrate the utility of HARNESS on DECSs from two different disciplines that we deploy in the

field. Our experiments show a latency improvement of up to 47% and a reduction in the prediction error
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rate from 27.4% to 3.2% with less than 2% scheduling overhead.

The remainder of this chapter is organized as follows: Section 5.2 provides background and motivation

for holistic edge–cloud resource management. Section 5.3 details HARNESS itself—design requirements,

the overall architecture, HW-GRAPH, Traverser, and Orchestrator components. Section 5.4 describes the

experimental setup, including target applications and system configurations. Section 5.5 evaluates

HARNESS in terms of performance, model accuracy, adaptability, scalability, overheads, and mapping

strategies.

5.2 Motivational Study and Related Work

Motivation: To demonstrate the need for a comprehensive resource manager for DECSs, we have

developed and studied the behavior of a real-life edge-cloud application. The application implements a

remotely rendered 3D virtual reality (VR) environment, where users wear untethered VR glasses equipped

with multi-accelerator SoCs. Most of the tasks on the VR glass (i.e., edge device) could run locally, but a

powerful remote server is still needed to deliver a low-latency and high-definition rendering of the 3D

environment which VR users navigate using their body movements. To minimize end-to-end latency, we

deploy an RNN-based predictive rendering approach [219] to speculatively predict the future poses of the

VR user based on earlier body movements. We explore the execution of this VR application on a mini

edge-cloud platform consisting of NVIDIA’s Orin series edge SoCs and a remote server with a discrete

GPU. In addition to CPU and GPU, Orin SoCs employ a special accelerator named Video Image

Compositor (VIC), which can efficiently run some computer vision functions. The left part of Figure 5.1

shows the linear order of five tasks of interest. Each task can be run on different set of PUs (GPU, VIC,

CPU) on the server and edge devices. The upper-right part of Figure 5.1 shows the frame execution

pipeline when two edge devices share a single server for remote rendering operations. Initially, only one

edge device (e1) is active with another edge device (e2) joining later during execution. Eight PUs (C, G, V

for edge devices and C, G for server) work together to complete the five tasks for each frame captured by

the edge devices.

We derive several key insights from Figure 5.1: (i) Pose estimation is initially run on server GPU

because it is faster, including the communication latency. However, since the server GPU is prioritized for

rendering tasks, T1:pose-estimation (lilac) is swapped from the server to the edge after the first frame.

This decision requires rapidly and scalably checking dynamic PU availability at every task assignment. (ii)

As new types of tasks start executing in the system, the mapping of older tasks could be changed

depending on latency requirements. For example, the CPU of edge device one was executing T3:decode

(green) tasks only, until T5:display (pink) tasks started arriving. The best decision once this occurs is to
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offload T3:decode tasks to the GPU, despite the GPU already handling T1:pose-estimation. This decision

requires heterogeneity, latency, and contention-aware mapping decisions. (iii) New edge devices joining the

system may cause a slowdown on the server due to multi-tenancy.For example, towards the end, two

T2:render (turquoise) tasks begin arriving from both edge devices. The best mapping decision is to keep

processing them on the server, despite the slowdown, since the latency requirements of the edge devices are

still met. This decision requires multi-tiered consideration of shared resource slowdown and adaptive task

mapping w.r.t. the changing HW.
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Figure 5.1 Left: The tasks in VR app and PUs they could run on. Upper: The frame pipeline for each PU.
f4[e1] refers to frame 4 on edge device 1. Lower: [E]dge and [S]erver side latency, communication, and
slowdown breakdown for VR application on a DECS containing 3 edge devices and 2 servers.

Bringing the example one step further, suppose there are two slower edge devices (Orin Nano E1 and

Xavier NX E2 ) and one faster edge device (Orin AGX E3 ), all of which share two servers (S1 and S2 ) for

the remote rendering task. The bottom portion of Figure 5.1 gives a breakdown of the time spent to

process a single frame on each edge-server pair. While mapping the rendering tasks, the resource manager

can identify that there are lenient latency constraints on the slower edge devices, since they will process

other tasks in the pipeline slower. As a result, mapping their rendering tasks to the same server will not

violate their latency requirements, although the collocated tasks will run longer due to shared resource use.

On the other hand, this mapping will enable the other server to handle the stricter latency requirement of

the faster edge device allowing the latency requirements for all rendering tasks from all edge devices to be
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met. The ability to make such a decision requires a comprehensive knowledge of all computational devices

and task mappings in the entire system. However, due to resource segregation, neither edge devices nor the

servers will have such knowledge. This observation highlights the need for a holistic, multi-layer,

contention-aware and adaptive resource manager that could operate under resource segregation.

Table 5.1 Feature comparison against the state-of-the-art.
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Arbitrary hardware topologies 3 3 7 7 7 3 7 3 7 3

Scalable resource management 3 3 3 7 3 3 7 3 3 3

Not application-specific 3 3 7 3 3 3 7 3 3 3

Shared resource slowdown 7 7 7 3 7 7 7 7 7 3

Dynamic adaptability 7 3 3 3 7 3 3 7 3 3

Heterogeneous PUs in a node 3 3 3 7 3 3 3 3 7 3

Inter-node heterogeneity 3 7 3 7 7 7 3 3 3 3

Isolated resource management 7 7 7 3 7 7 7 7 3 3

Gap in the literature: Table 5.1 provides an overall comparison between HARNESS and other relevant

works by the features they support: (i) the ability to represent arbitrary HW configurations and topologies

within and across nodes, (ii) scalable resource management across nodes, (iii) support for arbitrary class of

applications (i.e., not application-specific), (iv) accounting for the slowdown caused by shared resource

usage, (v) dynamically adapting to HW changes, (vi) modeling the performance of heterogeneous

processors within a node, (vii) modeling diverse heterogeneity across the nodes, and (viii) supporting

segregated/isolated resource clusters. Overall, HARNESS is the only work that supports all these features.

Such comprehensive support is necessary to scalably and accurately model and manage resources in

DECSs. The three studies (LaTS [22], ACE [21], Multi-tier CloudVR [221]) that we compare our work

against are further explained in §5.4.2.

5.3 HARNESS : A Holistic Resource Manager for Diverse Edge-Cloud Systems

This section introduces HARNESS, a holistic, contention-aware resource manager that unifies

heterogeneous edge-to-cloud resources through a multi-layer hardware graph, online slowdown modeling,

and hierarchical orchestrators. We first list the design requirements of diversely scaled edge-cloud systems,

then show how HARNESS’s HW-GRAPH, Traverser, and ORC mechanisms collectively satisfy them.
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Figure 5.2 An overview of the HARNESS framework

5.3.1 Design Requirements

To address the unique resource management needs of DECSs, we identify and target the following

requirements while designing our proposed approach: (1) Computing systems with arbitrary and abstract

topologies should be supported, (2) resource management should be de-centralized and support resource

abstraction and segregation, (3) assignment of a task to a PU should be scalable and adaptive to dynamic

changes in DECS, (4) the cumulative slowdown due to shared resource contention at different levels should

be taken into account, and (5) modular integration of various performance and slowdown prediction models

should be supported. Through the design of HARNESS, requirements (1) and (5) are captured by the

graph-based representation (§5.3.3), requirements (2) and (3) are addressed by the Orchestrators (§5.3.5),

and requirement (4) is satisfied by the Traversers (§5.3.4).

5.3.2 Overview of HARNESS

HARNESS is composed of three major components:

• HW-GRAPH : A multi-layer graph-based HW representation that models the connections and

interactions between the computational nodes and PUs in a DECS (§5.3.3).

• traverser : A mechanism to automate the performance and slowdown prediction by traversing the tasks

in a control flow graph (CFG) against the HW-GRAPH of a computational node (§5.3.4).

• Orchestrators (ORCs): Hierarchically organized, per-node daemons that facilitate the assignment of

tasks to PUs in a decentralized manner (§5.3.5).

An overview of HARNESS is depicted in Figure 5.2. HARNESS fosters a decentralized and

edge-triggered resource management scheme. Edge devices may run the same or different applications and

these applications are assumed to be composed of tasks each corresponding to a unit of assignable

computation (e.g., kernel). The system developer/programmer, i.e., the user of HARNESS, is expected to

51



utilize the resource manager for the tasks representing computationally significant and acceleratable code

blocks. Such tasks are to be labeled as TASKs (see Application representation paragraph in §5.3.3) by the

developer. Whenever there is a TASK or a set of TASKs that are ready to execute, the developer invokes our

resource manager via the MapTask() API call. These TASK(s) are assumed to be either created directly or

freed through dependency resolution. The developer passes the set of TASKS s, any dependencies, per-task

constraints, and the overall objective (such as minimizing the overall latency). The developer controls the

granularity of the mapping by passing the number of desired TASKs to schedule, and HARNESS decides

which node (i.e., PU on device) to map each TASK onto. Overall, the steps HARNESS utilizes during

operation are as follows: À An ORC is associated with each higher-level node (e.g., an edge device, a

server or an abstracted/isolated node group) in the HW-GRAPH and run as a daemon. The MapTask()

function is called on the local ORC to locate the resource(s) that the TASK(s) supplied by the developer

can be mapped onto. Á The local ORC first invokes its internal Traverser to see whether any PU(s) in the

same node could run the TASK(s) under given constraints. Â Traverser utilizes the HW-GRAPH to query

each PU in that device for its current TASK(s) and predicts the performance and potential slowdown if

there are concurrently running TASK(s) sharing the same resources with that PU. Ã If the local device does

not have a suitable PU that can execute the TASK under the given constraints, the local ORC requests

resources from its parent ORC. Ä This triggers a hierarchical query across other ORC s—first among the

edge cluster(s) and then, if needed, among the server cluster(s)—each invoking its respective Traverser to

locate an appropriate PU. Å Based on the returned resource/PU type (e.g., CPU, GPU, VIC), the

developer then invokes the proper implementation of the TASK to run on the designated resource/PU.

5.3.3 HW-GRAPH

The foundations of HARNESS are built upon a graph-based representation scheme, HW-GRAPH,

customized to model the HW components and their complex interactions in a DECS. HW-GRAPH relies

on a connected multi-layer graph topology [222, 223] to describe the hierarchical interactions between

multiple levels of HW abstractions. In HW-GRAPH, a node corresponds to one of these: (i) a PU, such as

a CPU core or GPU, (ii) a storage unit, such as cache or memory, (iii) a dedicated controller circuit, such

as memory controller or network switch, (iv) an abstract component, whose internals are not known, or (v)

a sub-graph representing a high-level component which groups smaller components, such as a CPU with

multiple cores and caches or segregated resource clusters (e.g., ‘the cloud’ composed of multiple servers).

The edges in the HW-GRAPH correspond to interconnects linking the nodes listed above. Edges define (i)

how PUs are connected to each other and the memory, and (ii) how higher-level nodes (i.e., edge devices or

servers) are connected to each other in the network. The graph-based representation of the entire
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continuum enables HARNESS to algorithmically (i.e., in a generalized and automated way) (a) traverse

the PUs in an SoC or server, (b) locate the storage (e.g., memory) and control components that two PUs

share as they operate, (c) virtually group sets of computational devices (such as various edge or cloud

clusters) for scalability, and (d) hierarchically identify other nodes in a DECS that a given node can offload

its computation onto. Each node stores its own HW-GRAPH to represent its sub-components. All HW

changes in the system (e.g., device additions/removals, network bandwidth changes) are captured via

HW-GRAPH updates and propagated to the corresponding parent and child ORC s during execution.

These features of HW-GRAPH enable seamless operation of Traverser and Orchestrator mechanisms,

described later in §5.3.4 and §5.3.5, and let HARNESS support DECSs with any arbitrary computational

and communicational topology.
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Figure 5.3 An example HW-GRAPH for a DECS made up of an NVIDIA Xavier SoC and a server with
discrete GPU connected over a network.

Figure 5.3 illustrates a HW-GRAPH representation of an edge device, NVIDIA AGX Xavier SoC,

connected to a server in the cloud, similar to the VR application given in §5.2. In this example, the edge

device and server are the top-most layers in the graph (i.e., layer 1), and they are connected via abstract

components and links, which correspond to the unknown network infrastructure. The level of component

detail increases in layers 2 and 3, and dashed connections across layers represent the relationship between

abstracted and detailed versions of components. In the given example, HW-GRAPH can be used to
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automatically uncover a relation between DLA (deep learning accelerator) and PVA (programmable vision

accelerator) residing under Layer 2 Vision Cluster. Concurrent execution on these DSAs results in the

shared usage of multiple components: SRAM in Vision Cluster and LPDDR4x (i.e., shared system memory).

Intersection of the compute/memory paths used by two TASKs concurrently running on DLA and PVA

algorithmically unveils these shared resources. While the example given in Figure 5.3 is a highly detailed

representation of the NVIDIA Xavier SoC, the developer may choose to represent only the relevant

components of the system, such as the CPU, GPU, DLA, PVA, and the shared LPDDR4x. With these

components, the developer could still model shared memory contention between the PUs, but the L2 cache

based contention across the CPU cores would not be modeled if layer 3 is omitted.

The API: The HW-GRAPH corresponding to a DECS system is created via an object-oriented

interface. Every HW component derives from either Node and Edge objects. TASK(s) can only be mapped to

higher-level Nodes in the HW-GRAPH. For example, the Convolution Engine sub-component of the DLA

in Figure 5.3 cannot run a computational task alone, but the DLA can. Such higher-level Nodes, i.e., PUs,

extends the Predictable interface and implement the predict() function so that the time it will take for

the PU to run a specific task can be queried algorithmically by the Traverser (as explained in §5.3.4).

Performance prediction: The predict() function takes a TASK object as input to retrieve its previously

modeled performance data for the PU-TASK pair. This function is designed in a modular way to support

existing component-level performance prediction mechanisms, such as empirical profiling [224],

Roofline [225], and analytical modeling [220]. To construct the HW-GRAPH, the developer creates Node

and Edge objects that the target system is composed of. HARNESS ships with HW-GRAPH templates for

commodity edge platforms and server components so that the developers can easily build upon.

Automated creation of HW-GRAPH is left as future work. Each Predictable component implements

getComputePath() function, which returns the shortest path between the PU and the other

memory/control sources the TASK relies on. Such a list of resources is obtained during profiling and stored

inside the TASK object. Traverser calls the getComputePath() function to automatically identify shared

resources and account for any potential slowdown. In our experiments, we pre-profile the TASKs to be

executed for all possible target PUs. While profiling TASKs beforehand may not be possible for a wider

range of DECSs and applications, many DECSs run a pre-determined set of TASKs in a repetitive

manner [10, 226]. Therefore, in this work, we concentrate our efforts on resource management only while

also enabling developers to modularly integrate their performance modeling methodology via the predict()

interface.

Application representation: We assume each device executes the same or different applications that are

composed of computational regions (e.g., kernels, API calls etc.) performing a specific function (e.g.,

54



convolution, matrix multiplication etc.). Right before such function calls or code regions, the users of

HARNESS (i.e., application developers) are expected to create a TASK object that is composed of an

identifier, input/output sizes, task constraints (e.g., deadlines) and the list of local and remote PUs that

the block could be executed on. HARNESS assumes that only computationally significant regions of the

application will be denoted as TASKs and the remaining code will be executed locally. The user then

invokes the HARNESS resource manager (explained in §5.3.5) via the MapTask() API call and passes the

TASK object as a parameter. At this point, the computational region corresponding to the TASK object is

assumed to be ready to execute (i.e., all dependencies are resolved) and will be mapped to the PU returned

by the MapTask() call. If there are multiple TASKs ready to execute, then the developer may pass a set of

TASKs, their dependencies (if any) and per-task constraints as parameters. The ability to pass one or more

TASK objects at once enables the developer to control the granularity of the mapping – the trade-off

between task mapping overhead and task granularity is evaluated in §5.5.5. Once the MapTask() function

returns a PU (local or remote) that satisfies the TASK constraints, the developer is expected to execute or

offload the corresponding task region accordingly.
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5.3.4 Traverser

We devise a Traverser as the mechanism to automate the process of predicting the performance of a

given set of TASKs and their dependencies on a target set of PUs. Traverser acts as a cost function used by

ORC s and it accounts for the potential shared resource slowdown among concurrently running TASKs while

calculating the cost (i.e., performance). Traverser uniquely automates this process by “traversing" the

sub-components of a higher level component in the HW-GRAPH at each task assignment. Traverser is

invoked by the ORC (see §5.3.5 for details) to predict the performance of a TASK on a specific PU to check

whether a mapping between them meets constraints without violating the constraints of existing tasks.

traverser, whose sequence diagram is depicted in Figure 5.4, operates as follows: À Starting from the

independent TASK(s) in the tasks set provided by the developer, it traverses through the dependencies in a

time-ordered fashion by following the parallel & serial regions of the CFG and dependencies. Á Traverser

honors the task-to-PU assignments, which are provided by ORC. Â Traverser initially calls the predict()

function to find standalone execution time on the PU in which a task is mapped. Ã Then, after identifying

the contention intervals, as prescribed below, Traverser calls the slowdown() function with the collocated

TASK information so that the slowdown is accounted for in the initially predicted performance and

Å returned to the ORC.

Contention intervals: When multiple TASKs run simultaneously on different PUs, TASKs will be slowed

down non-uniformly throughout their execution depending on which other TASKs are running on the same

computational node or PU at that particular time. Figure 5.5 illustrates this behavior by depicting

execution timelines of three workloads with five hypothetical TASKs that are running to completion on three

PUs. To breakdown the slowdown calculation, we divide the initial predicted execution timeline (with no

slowdowns) into contention intervals. Intervals are separated by time makers (e.g., t0 to t4) each indicating

the beginning or end of a task. This results in each interval to contain at most one task for each PU, hence

simplifying the slowdown calculation. Then, the amount of slowdown for each interval is quantified

iteratively as explained below.

Figure 5.5 Timeline of five tasks completed on three PUs, with shaded areas showing additional slowdown
and dashed lines marking contention intervals.
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Slowdown calculation: HARNESS uniquely decouples the calculation of slowdown from standalone

performance models: (1) Only once for each system, the resources that can be shared are characterized and

profiled for the slowdown they will experience per the amount of concurrent use they encounter. (2) Then,

for a given resource, such as memory or a PU, each task is identified by the generalized amount of usage for

that specific resource, such as requested memory throughput or core utilization, respectively. (3) Finally,

during runtime, the predict() function uses concurrent TASKs’ amount of usage for that specific resource,

and slowdown() function incorporates corresponding slowdown using the models built in the first step.

It is essential to note that the novelty of our slowdown calculation comes from the modular and

decoupled integration methodology that scales across multiple tiers of DECS. The development of per-PU

slowdown models is outside of the scope of this work, and existing slowdown models are utilized in our

experiments.

Handling prediction inaccuracies: Since HARNESS relies on the performance models provided by the

user, the predictions of execution times could be inaccurate. To accommodate predictions that are

consistently off within margins, we integrate a rolling-window-based correction mechanism. Traverser

achieves this by comparing the predicted execution times for the specific TASK and PU pair at hand with

the actual time it takes to execute the TASK. If the difference is above a predetermined threshold θ, then

Traverser calculates a correction factor σ by averaging the latest n predictions for the specific TASK and

PU pair. Instead of relying solely on the predicted execution time τ calculated by the predict() and

slowdown() functions, Traverser uses τ × σ for upcoming task invocations. In our experiments, θ is set to

5%, which is a marginally higher value than the average model error rate that we measured in §5.5.2. Also,

we find that a window length of n = 15 predictions is sufficient to capture the dynamic changes in the

system that affect prediction accuracy.

5.3.5 Orchestrator

The ORC mechanism is an integral component of HARNESS and facilitates assignments of tasks to

PUs in a scalable way. To achieve this, ORC s work in a hierarchical tree topology and ORC s are

responsible for finding an appropriate PU to map a given task to. An ORC daemon is created for every

non-leaf computational node (e.g., edge device or a server) of HW-GRAPH. They internally utilize

Traverser and HW-GRAPH to look for PUs in their hierarchy. Each ORC could only communicate with

its parent and child ORC s, and none of the ORC s in the system is assumed to have the full knowledge of

the HW-GRAPH or other ORC s in the system. Figure 5.6 depicts an ORC hierarchy for the example

DECS we described in §5.2. There is an ORC associated with each edge device and server (2, 3, 4, 6, and

7). In addition, there are higher-level ORC s (1 and 5) associated with virtual abstractions created for edge
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and server clusters. There is also a Root level ORC that is only known by ORC s 1 and 5. There are no

ORC s associated with the leaf-level nodes (e.g., the PUs corresponding to node #3, #5, #6 and #7). This

is because the parent ORC s (2, 3, 4, 6, and 7) are assumed to have full knowledge of the PUs that are

immediate children of the node (e.g., Node #2 corresponding to Edge #1) that they are overseeing.

Edge
#3

Server
#1

Server
#2

Edge
#2

DECS

Vision 
ClusterCPU CPU GPU

Layer 2

Edge 
Cluster

Server
Cluster

Layer 3

Layer 1

Layer 0

GPU CPU GPUCPU GPU

Edge
#1

Vision 
ClusterCPU

DLA

GPU

Layer (virtual)

2 8 14 18

20

21

3 4 5 9 10 11 15 16

6

19 20 22 23

Orchestrator

Node #

1

Root

0

PVA
7

Virtual 
Cluster

5

2 3 4 6 7

DLA
12

PVA
13

171

Figure 5.6 ORC hierarchy on a DECS with three edge devices and two servers.

A pseudo algorithm for how ORC s work is given in Alg. 1. The working principles of the ORC

mechanism are as follows: (i) For each new TASK Ti (along with its constraints Ci and dependencies TDi),

an edge device invokes the MapTask() function of its local ORC (line 3). (ii) The local ORC iterates over

its children (line 19): (a) If the child is a leaf node Nj (i.e., a PU that a TASK could be directly assigned)

(line 20), then the ORC invokes Traverser on the PU to get a performance prediction that also accounts

for the slowdown in the new TASK (line 11) and actively running TASKs (line 15). (b) If the child is an

ORC, MapTask() is recursively invoked on the child ORC (line 23). (c) If a child PU that satisfies the

TASK’s constraints is found, then that PU is returned. (line 7). (iii) Otherwise, the search is propagated to

the parent ORC (line 8): (a) Parent ORC invokes MapTask() for the siblings of the local ORC (line 28).

(b) If a suitable PU is not found, the search is propagated to other ORC s in a depth first search order.

To determine whether a suitable remote PU is found, the latency to communicate with such PUs from

the origin PU is also factored in while checking for the constraints. To prevent deadlocks, when a remote

ORC finds a suitable PU, that PU is provisionally reserved. The reservation is released if the originating

ORC does not assign the TASK or timeouts. Once MapTask() returns, the user initiates the task execution
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via ExecuteTask() function. For local PUs, the task is executed locally by passing the input to the

previously compiled binary directly. For PUs on other nodes, HARNESS internally invokes remote task

execution.

Algorithm 1 Task Allocation via Orchestrator Mechanism
1: Input: TaskId, Dependencies, Constraints, Objective,
2: Output: targetNode
3: Function MapTask(Ti, Nj , Ci, TDi)
4: for all Child ∈ ChildrenOf(Nj) do
5: Add AskChildren(Child, Ti, Ci, TDi) to BestNodes
6: if BestNodes is not empty then
7: BestNode← select best in BestNodes on Objective
8: else BestNode← AskParent(Nj , Ti, Ci, TDi) . Find new nodes
9: return BestNode, Result

10: Function CheckTaskConstraints(Ti, Nj , Ci, TDi)
11: result← InvokeTraverser(Ti, Nj , TDi) . Predict slowdown for Ti
12: if not SatisfyConstraints(Nj , Ti, Ci) then
13: return result, False . Ti’s constraint is failed
14: for all activeTask in Nj do . predict slowdown on active Tasks
15: InvokeTraverser(activeTask,Nj , TDi)
16: if not SatisfyConstraints(Nj , activeTask,Ci) then
17: return result, False . one active task’s const. failed
18: return result, True . all constraints OK
19: Function AskChildren(Nj , Ti, Ci, TDi)
20: if IsLeaf(Nj) then
21: if result← CheckTaskConstraints(Ti, Nj , Ci, TDi) then
22: return result, Nj . Task can be assigned
23: else return MapTask(Ti, Nj , Ci, TDi), Nj . Ask children
24: Function AskParent(Nj , Ti, Ci, TDi)
25: parent← ParentOf(Nj)
26: for all child ∈ ChildrenOf(parent) do . ask each child of parent
27: if child 6= Nj then
28: return MapTask(Ti, child, Ci, TDi), Nj

Remote task executions are carried out similarly to the serverless computing paradigm outlined in [227].

ExecuteTask() serializes the TASK ’s inputs and transfers the data to the remote node through the

communication channel established between the local and remote ORCs. The binary required for the

remote TASK and the PU pair is assumed to be previously initialized by the user via the

registerBinary() function (see §5.3.6 for details). Once remote execution is invoked, the remote ORC

daemon service writes the input data to a predetermined directory expected by the TASK binary and

initiates execution. Once the execution is complete, the output is streamed back to the local ORC

initiating the TASK execution. For both remote and local TASK executions, the corresponding TASK
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binaries are executed directly on the remote system, without any containerization; as we solely focus on

system utilization in this work and not the isolation of resources.

5.3.6 Usage of HARNESS

HARNESS framework provides the following:

• HW-GRAPH API for users to build HW-GRAPH models of their targeted compute nodes.

• Implementations of ORC and Traverser mechanisms and interfaces for users to interact with local ORCs.

• Daemon services, communication and synchronization between ORCs at different compute nodes.

• Local and remote task execution mechanisms, including input/output data serialization and transfer for

remote tasks (See the end of §5.3.5 for details).

• A collection of HW-GRAPH models for commodity mobile and autonomous SoCs.

Users of HARNESS are expected to:

• Create HW-GRAPH representation using API calls or the pre-made models shipped with HARNESS.

• Create TASK objects for the kernel executions that will be managed by HARNESS

• Declare predict() and getComputePath() functions for the PUs and TASKs that the PUs in the

system could run.

• Provide and register device-specific kernel implementations, i.e., binaries, for each TASK.

• Call the MapTask() function to find a target PU for a TASK and call ExecuteTask() to run the TASK.

Listing 5.1 provides code snippets for an example use of HARNESS from CloudVR application. The

example shows the steps that the user needs to follow to add the HW-GRAPH for the Jetson Xavier AGX

hardware, and then construct, map, and execute a “Reproject” task. First, the user adds a XavierSoC node

to HW-GRAPH, indicating key components such as ARM architecture, accelerators (i.e., GPU, DLA,

PVA), and memory resources. Subnodes (ARMCluster, DLA_Cluster, PVA_Cluster, DRAM) in layer 2

are then added to represent additional details like caches, multiple accelerator cores, and shared memory.

Next, a new TASK object is created with a latency constraint of 30 ms. Then, the user calls

registerBinary() to let HARNESS know which binary a given TASK and PU pair should use. The user

then implements predict() and getComputePath() functions for different PU targets that the TASK

could run on. The steps described so far are performed only once for the underlying hardware (i.e.,

HW-GRAPH related operations) or for each TASK type (i.e., TASK related operations). During runtime,

when it is time to launch the “Reproject” task in the application, the user calls MapTask() function to ask

its local ORC for a suitable PU to execute the task at hand. If multiple tasks are asked to be mapped at

once, then the user could specify an optional “dependency” parameter for the ORC s and Traversers to take

the dependencies into account when mapping the tasks. Finally the user calls the ExecuteTask() function
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Listing 5.1: Example usage of HARNESS APIs

import harness

hw_graph = harness.HWGraph.init()
orc = harness.ORC.init("ID", parent="Edge Cluster")

# An example of how one node is added in Layer 1
hw_graph.add_node("XavierSoC", harness.NodeSpec(arch="arm64", CPU="ARMCluster", GPU="VoltaArch",

VisionCluster="2xDLA_2xPVA", VideoEncoder="H264", mem="DRAM"), parent="Edge Cluster")

# Layer 2 sub−nodes under Xavier SoC
hw_graph.add_node("ARMCPU", harness.NodeSpec(arch="arm64", clusters=4, mem="L3"), parent="

XavierSoC")
hw_graph.add_node("VisionCluster", harness.NodeSpec(DLA_Cluster=2, PVA_Cluster=2, mem="SRAM"),

parent="XavierSoC")
hw_graph.add_node("DRAM", harness.NodeSpec(type="LPDDR4x", memSize="8GB"), parent="XavierSoC")

# Interconnect each computation node in Layer 1 to SharedLPDDR4x with AXI edges
hw_graph.add_edge("ARM_Cluster, GPU, VisionCluster, DRAM, VideoEncoder", link="AXI", bandwidth="137

GB/s")

# Create "Reproject" TASK object
task = harness.TASK(ID="Reproject", PU=["CPU","GPU","VIC"], constraint=[harness.LatencyDeadline("30ms"

)], inputSize, outputSize)

# Register pre−compiled binaries for the "Reproject" task
harness.registerBinary(task, "CPU", ".../bin/reproject_CPU")
harness.registerBinary(task, "GPU", ".../bin/reproject_GPU")
harness.registerBinary(task, "VIC", ".../bin/reproject_VIC")

# Implement the predict() function for PU−TASK pair.
def predict(task):

profileData = harness.loadProfileinfo(f"/profiles/{task.ID}_{task.PU}.json")
return {"latency": profileData.get("latency"), "resourceUsage": profileData.get("memUsage","cacheUsage")}

# Implement getComputePath() function for the GPU (implementations for other PUs are omitted)
def getComputePath(task):

harness.Paths["Reproject"] = {
"GPU": [XavierSoC, VoltaArch, DRAM] }
return harness.Paths.get(task.ID)

# local ORC invokes mapTask (given in Algorithm 1) to find a target PU either locally or remotely
targetPU = orc.MapTask(task, constraint=task["Constraint"], dependency="Decode", objective="min_latency")

# Execute the task locally or remotely, as determined by targetPU
output = harness.ExecuteTask(task, input_data="/input/frames.bin", output="/output/result.bin", targetPU=

targetPU)
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for the targetPU, along with the input and output data locations. This function blocks until the execution

of the task(s) finishes.

The HARNESS framework and the applications we use in this paper are available for download at

https://github.com/hpsslab/harness.

5.4 Experimental Setup

In this section, we explain the two applications we tested HARNESS against and our system

configuration.

5.4.1 Experimented Edge-cloud Applications

We demonstrate the need for HARNESS in two real-life scenarios from disparate domains.

Application 1 (VR) cloud-rendered VR: This application is explained in §5.2 and experimentation detail

is given in §5.4.2.
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Figure 5.7 (Upper) The system operation for the Mining app. (Lower) Corresponding CFG and the
pipeline of tasks.

Application 2 (Mining) smart drill bits: Underground mining requires operators to be close to the

drilling machine to monitor conditions and the rock type being cut in order to prevent excessive damage to

the drill bits and the mining machines. To minimize fatalities [228] and allow the operator to perform their

role from a safer distance, an in-the-field, edge-based real-time data analysis system has been developed in

collaboration with Mining and Electrical engineering disciplines. In this application, we read the data in

real-time through multiple smart sensors that are attached to the back of the drills. The experimental

setup is depicted in the upper right section of Figure 5.7. The application employs three machine learning

(ML) tasks—support vector machine (SVM), k-nearest neighbor (KNN), and multi-layer perceptron
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(MLP)—to process smart sensor data. These tasks can be executed in parallel as shown in the lower

section of Figure 5.7. Since the cutter head drum, equipped with multiple smart sensors, rotates, the

sensor data must be processed on edge devices and servers in real-time to identify the type of material

being cut. If one of the ML algorithms detects an anomaly (e.g., the rock type has changed), the system

signals the machine controller to halt the operation.

Table 5.2 List of targeted edge devices and servers.

Edge Devices: Orin AGX Xavier AGX Orin Nano Xavier NX
Server-1: NVIDIA Titan RTX & AMD EPYC 7402
Server-2: NVIDIA GeForce RTX 3080 Ti & Intel i9-11900K
Server-3: AMD Ryzen 5800H & AMD Graphics

5.4.2 System Configuration

Table 5.2 lists the four edge devices with heterogeneous SoCs and the three servers with GPUs that we

use in our experiments. The two diverse applications we tested HARNESS with are composed of numerous

and different types of tasks. Figure 5.8 lists the standalone, per-task execution times for each PU in the

system, for both applications and also server-edge communication time for the VR app. Tasks in VR can

target up to 3 PUs, which are CPU, GPU, and VIC, whereas ML tasks in Mining can run on the CPUs

and GPUs of each server and edge device. The data arrival frequency (i.e., injection rate) is the FPS value

for each device in VR (e.g., 30 FPS at 720p for Orin AGX) and 10 Hz per sensor in Mining. We utilize

PyTorch for ML tasks in the Mining application. In edge devices, we use JetPack [229] 5.1.1 version and

VPI [230]. Edges and servers are connected through WAN having a capacity of 10 Gb/s per device. Our

slowdown model builds upon PCCS [93]. The novelty of our approach comes from (i) scalable integration of

PCCS into the multi-tiered hierarchical ORC mechanism, and (ii) the decoupled approach that eliminates

the need for pair-wise profiling of each task. On server GPUs, we estimate multi-tenancy-caused slowdown

via profiling and empirical methodologies proposed by [88, 89]. We profile standalone execution times and

slowdown characterization only once for each task/PU pair. Since the HARNESS enables decoupling the

slowdown calculation, there is no need for pair-wise execution of potentially collocated tasks.
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Figure 5.8 Standalone execution times of the tasks in VR and Mining apps for the various PUs of the edge
devices and servers.

Baselines: We compare against three studies:

LaTS [22] proposes a latency-aware task scheduling algorithm for real-time vision applications on

heterogeneous edge-cloud systems. LaTS benchmarks the performance of system per task, periodically

monitors the availability of PUs, and dynamically assigns the tasks based on the standalone execution time

on PUs. However, LaTS does not utilize a shared resource contention mechanism.

ACE [21] constructs a unified platform for edge-cloud platforms considering high scalability. Yet, ACE is

limited to static mappings only. So, ACE struggles to adapt to the changes throughout the execution and

does not consider shared resource slowdown within a node.

Multi-tier CloudVR [221] specifically addresses the challenges associated with real-time remote VR

rendering. Cloud-VR is adaptable to dynamically changing network conditions by balancing the

computation and communication time by shrinking the frame resolution. However, CloudVR does not

handle tasks other than rendering in the VR app.

The two baselines we compare against (i.e., ACE [21] and LaTS [22]) are not shared-resource aware

and ACE is also not capable of adapting to dynamic changes. So, the experiments in §5.5.1 and §5.5.2

comparing HARNESS against these baselines serve as an implicit ablation study for HARNESS.

5.5 Evaluation

In this section, we assess the utility of HARNESS with various experiments. For the first two

experiments given in §5.5.1 and §5.5.2, we use VR and Mining apps, respectively. For other experiments,

we interchangeably use both applications.
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5.5.1 Overall Performance

In this main experiment, we assess HARNESS ’s performance using a DECS comprising five edge

devices and three servers (one from each with two Xavier NX). We define latency as the total time of a

single VR frame spent on edge and server. Our goal is to minimize the pipelined latency of a frame in the

VR app. Our results are reported in Figure 5.9. Overall, HARNESS improves pipeline latency from 11% to

47% over the best baseline. During the experiments, we observe that LaTS and ACE prioritize assigning

reproject task to edge’s CPU (if available) on Orin AGX, Xavier AGX, and Xavier NX over VIC since

CPU’s standalone time is superior over VIC. Yet, under the shared memory contention by multiple PUs,

CPU generally performs worse than VIC since CPU shares the L4 cache with GPU and VIC has private

buffers optimized for such tasks to minimize memory accesses. Additionally, LaTS and ACE choose to

perform pose estimation on the edge devices’ GPU and CPU, resulting in underutilized server resources

and oversubscription of edge resources.

The average per-frame latency difference between all edge-server pairs is 11.8% for ACE, 12.6% for

LaTS, and 2.4% for HARNESS, highlighting HARNESS ’s adeptness at offering balanced system resource

utilization. Among the pipelines of the five edge devices given in Figure 5.9, the bottlenecks are on the

server-side for the last three and on the edge-side for the first two. Given that servers are the bottleneck in

three instances, we deduce that adding an extra server could enhance the performance of overall system.
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5.5.2 Model Validation

We validate the performance prediction accuracy of HARNESS in the Mining app and compare it to a

baseline model (ACE). In the first experiment, the objective is to determine the maximum number of

smart sensor readings that both an edge device and a server (e.g., Orin Nano and server 1 in this

experiment) could process within a 100 ms latency threshold. We define latency in the Mining app as the

time passed from the data being read by the sensor until all three ML tasks (i.e., SVM, KNN, and MLP)

are completed. This latency includes computation, slowdown, communication time, and the overhead spent

to schedule the task. Figure 5.10.a depicts the performance predictions made by ACE and HARNESS and

compares them to the actual time it took to run. Notably, HARNESS shows an average prediction error

rate of 3.2%, significantly lower than 27.4% error rate of ACE. A critical insight emerges for the

experiments involving 30 and 40 sensors: ACE inaccurately predicts that tasks could be completed under

the 100 ms latency threshold while HARNESS considers other factors, such as shared resource interference.

In the second experiment depicted in Figure 5.10.b, we gradually increment the number of edge devices

(Orin AGX-E1, Xavier AGX-E2, and Orin Nano-E3) and servers (server 1 and 2) in the system. Our goal

is to determine an upper bound on the number of sensors that the DECS HW could handle under 100 ms

latency. HARNESS can predict this with up to 98% accuracy whereas ACE overlooks the

contention-related slowdowns and overloads slower edge devices, resulting in a falsely optimistic sensor

count estimation.
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Figure 5.11 The variations in (a) video quality and (b) targeted FPS for changing network conditions. The
Ed(ge) and Ser(ver) bars without * and with * denote the breakdown before and after HARNESS adapts
to the change, respectively.

5.5.3 Dynamic Adaptability

When network conditions degrade for an edge device, Multi-tier CloudVR [221] proposes decreasing the

frame resolution at runtime to keep up the target FPS by reducing both computation (e.g., some listed in

Figure 5.8) and communication time, whereas HARNESS can hierarchically update the scheduling

assignments (i.e., dynamically adapt) while also considering the delay introduced by the network

communication since the ORC mechanism is triggered for every task assignment. We gradually decrease

the network bandwidth capacity from 10 Gb/s to 1 Gb/s and analyze the change needed for the frame

resolution to meet a fixed FPS target with the same experiment design in §5.5.1. As demonstrated in

Figure 5.11.a, we observe that CloudVR targets lower frame resolutions after 7.5 Gb/s whereas HARNESS

can keep up with FPS requirements by balancing the workloads through the entire system.

To gain a deeper insight into HARNESS ’s ability to handle dynamic workload assignments, we further

analyze the time breakdown of computation, slowdown, and communication on Orin AGX and target

server(s). Figure 5.11.b presents the ratio of the average achieved FPS over the targeted FPS. When

bandwidth is reduced to 7.5 Gb/s, HARNESS successfully maintains the target FPS above the predefined

threshold while still running mostly on server-2 as in the 10 Gb/s scenario. At a reduced bandwidth of 5

Gb/s, the ORC continues to assign the rendering task to server-2 for Orin AGX, but it avoids server-side

GPU sharing. This alleviates the additional communication overhead on the server-side and maintains the

target FPS for every edge device in the system since the rendering task on other edges can be assigned to

different servers. In the most constrained scenario, at 1 Gb/s, HARNESS proactively identifies and assigns

the rendering task to the best matching server (server-1) that can meet the target FPS requirements.

Meanwhile, rendering tasks previously running on server-1 are reassigned to server-2.
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Figure 5.12 (a) HARNESS adaptability during edge device additions. (b) QoS violations as number of
nodes scales.

When a new edge device joins an active edge-server system, a server must be assigned or shared to

handle, at a minimum, the rendering and encoding tasks for the new device. This necessitates the

recalculation and rescheduling of multiple rendering tasks across servers. After the edge-device is

connected, we dynamically add the device to our HW-GRAPH and the next time the ORC is called to

map a task, it considers the new change. Figure 5.12.a depicts how HARNESS maintains the desired FPS

for varying server-edge counts. The blue bar denotes the worst FPS among edge-system pairs before the

new device and the gray bar shows the FPS after HARNESS handles the workload changes.

To analyze the QoS failure for varying edge/server ratios, we gradually increase the number of edges

and servers by 10 and measure QoS failure per frame ( Figure 5.12.b). We report the average QoS failure

as the total number of frames violating the latency requirement over the frames completed. We observe

that DECSs having more than or equal to a 2-to-1 edge/server ratio will result in noticeably high rate of

failures since individual servers struggle to process more data than two edge devices provide.

While the experiments so far are the results of real-world testing, the experiments given in Figure 5.12

and the subsequent experiments in the §5.5.4 rely on simulations that use the individual edge/server

profiles validated in §5.5.2.
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Figure 5.13 Weak scaling experiments for (a)Mining and (b)VR.
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5.5.4 Scalability

Scaling experiments design: Weak scaling evaluates HARNESS ’s performance while increasing the

number of computing devices and keeping the average number of tasks per computing device constant.

Strong scaling keeps the total number of tasks in the system fixed while the number of edge devices and

servers is proportionally increased. In the Mining app, we measure the total completion time of the tasks

which includes computation, data transfer, and communication between devices, slowdown per PU in each

device, and scheduling overhead of HARNESS per task. In the VR app, as edge devices increase, the

number of tasks also grows, as each device adds more frames and, consequently, more workload to be

processed. The times reported for the VR app are comprised of similar contributors as with the Mining

app. We compare the scalability of HARNESS against ACE [21], which we identify as the most relevant

state-of-the-art study.

Weak scaling-1: For the Mining app, our initial setup includes 100 smart sensors with 80 edge devices

and 24 servers (20 and 8 of each edge device and server listed in Table 5.2, respectively). Each experiment

doubles the number of smart sensors, edge devices, and servers in the previous setup. Figure 5.13.a reports

the completion time per setup. HARNESS keeps the trend of completion time around 81ms as the number

of devices and input sources proportionally increases whereas ACE generally keeps the completion time

around 98ms due to the under-utilization of the system.

Weak scaling-2: For the VR app, we start with 85 edge devices with 50 servers and double them for

each setup. Results shown in Figure 5.13.b demonstrate that, for HARNESS, QoS failure rate is kept

minimal as the system scales. Even though ACE has a similar trend in both applications, lack of

contention handling and static assignment of tasks leads to under-utilization of the system, resulting in

longer completion times and higher QoS failures.

1.6

M: 80x24

V: 85x50

2.5

160x48

170x100

3.5

320x96

340x200

5.4

640x192

680x400

0.01

0.10

1.00

10.00

C
o

m
p

le
ti

o
n

 T
im

e 
(s

)

(a)     # of edges x servers (Mining)

Time (HARNESS) Ideal

1.5
2

2.5
3

3.5
4

4.5
5

5.5

M: 80x24

V: 85x50

160x48

170x100

320x96

340x200

640x192

680x400

O
v

er
h

ea
d

 (
%

)

(b)  # of edges x servers (VR/Mining)

VR Mining

81.3 81.0 80.8 80.9 80.9

98.7 99.5 97.9 99.3 99.1

0

20

40

60

80

100

80x24 160x48 320x96 640x192 1280x384

C
o

m
p

le
ti

o
n

 T
im

e 
(m

s)

(a)     # of edges x servers (Mining)

Time (HARNESS) Time (ACE)

0.96 1.01
0.80 0.85

1.79 1.71 1.74 1.79

0.0

0.5

1.0

1.5

2.0

85x50 170x100 340x200 680x400

Q
o
S

 F
ai

lu
re

 

p
er

 F
ra

m
e 

(%
)

(b)       # of edges x servers (VR)

QoS (HARNESS) QoS (ACE)

Figure 5.14 (a) Strong scaling experiments, (b) ORC overhead.

Strong scaling: In the Mining app, we deploy concurrent 1250 sensors each of which triggers three ML

tasks. Results reported in Figure 5.14.a show a linear decrease in completion time up to the configuration
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of 640 edge devices. Beyond this point, the performance is principally constrained by the KNN task

execution time on the Xavier NX edge devices, which emerge as the primary bottleneck.

5.5.5 ORC Overhead

We define the ORC overhead for a given task as the ratio of the initial MapTask() latency over the

execution latency of the task. This time includes the computation time by the traverse and the time spent

for communication and computation between local and remote ORC s until a PU is found.

DECS size: As the number of edges and servers are doubled, we measure the ORC overhead per task,

average them to calculate the total overhead per iteration of both applications, and report the distribution

in Figure 5.14.b. The scheduling overhead is consistently preserved around 2% for Mining and 4% for VR

apps. We observe that more than 90% of the overhead originates from communication between ORCs

located on different edge devices or servers. If ORC is local, there is no communication and the overhead of

running Traverser on the local HW-GRAPH is minimal (around 0.1ms on average). If an ORC needs to

communicate with remote ORCs over the network, every hop adds around 0.3ms, with our experiments

having 2 hops max. Each ORC communication transmits a minimal amount of information over the

network (i.e., the parameters of the MapTask() function, as shown in §5.3.6). It is important to note that

profiling times are not included in the overhead calculations since profiling is performed only once per

task-PU pair.

Normalized average task latency

asking # of tasks to edges x servers

VR Mining

1x1 1 1

1x2 0.96 0.95

1x3 0.92 0.85

2x2 0.9 0.92

2x3 0.85 0.8

3x3 0.82 0.79

Average 

latency Overhead

1 7.51 2.4

2 7.32 2.1

3 7.19 1.8

4 6.81 1.6

5 6.73 1.6

6 6.93 1.8

7 7.4 2.5

8 7.9 2.9

9

10

0

0.2

0.4

0.6

0.8

1

1.2

1x1 1x2 1x3 2x2 2x3 3x3

N
o

rm
al

iz
ed

 a
ve

ra
ge

 
ta

sk
 la

te
n

cy

# of tasks to asked to remote edges x servers

!! Hypothetical !!

VR Mining

0
0.5

1
1.5

2
2.5

3

O
v

er
h

ea
d

 (
%

)

(a)   Frame Resolution (VR)

10S &  6E 20S & 12E 40S & 24E

1

1.5

2

2.5

3

6

6.5

7

7.5

8

1 2 3 4 5 6 7 8

O
v

er
h

ea
d

 (
%

)

A
v
g
. 
la

te
n
cy

 (
m

s)

(b) # of Parallel Tasks (Mining)

Average latency Overhead

Figure 5.15 (a) Effect of task size over overhead for [E]dge & [S]erver pairs. (b) Granularity of parallel
tasks assigned.

Task sizes: We investigate the effect of task sizes (e.g., frame resolution size in the VR app) over the

overhead of HARNESS by varying frame resolution while reducing the latency (i.e., FPS) requirements per

device proportionally. The results reported in Figure 5.15.a show that, as the input size gets bigger, the

number of tasks sent to servers per second lowers, thus decreasing the overhead of HARNESS per frame.

Mapping granularity: We investigate the effects of calling MapTask() with an increasing number of

tasks and observe its relationship to the ORC overhead. Figure 5.15.b shows the results for the Mining

app. We observe that the average latency and overhead decreases until we assign 5 parallel tasks. However,
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mapping larger batches of tasks leads to load imbalance between computational nodes (especially in edge

devices) because MapTask() is designed to assign a given set of tasks only to the PUs in the same

computational node.

5.5.6 Handling Prediction Errors

We use empirical profiling in our evaluations; therefore, our prediction error rates are minimal, as

shown in §5.5.2. Traverser embeds a window-based correction mechanism to address larger and continuous

deviations in performance predictions (see §5.3.4 for details). To demonstrate the effectiveness of this

correction mechanism, we conduct an experiment in which we artificially introduce delays in task

executions to emulate performance mispredictions.

In this experiment, whose results are shown in ??, we run the Mining application continuously with five

different sensor counts. We vary the artificial delay added in task executions between three intervals:

5%-10%, 10%-25% and 25%-50% of the original execution times. We report the resulting slowdown in the

average task execution time compared to an Oracle that has perfect knowledge of mispredicted execution

times. The graphs on the left and right side of ?? show how HARNESS performs without and with the

misprediction correction mechanism, respectively. Our experiments show that the proposed correction

mechanism in HARNESS is capable of mitigating the side effects of mispredictions to a considerable

extent. As the added delay is higher, the resulting slowdown is less (compared to the delay to execution

time ratio), due to the averaging of the predictions over a running window. In addition, we also observe

that the negative effects of misprediction are less significant when the sensor count is increased. This is due

to the increased amount of opportunities for overlapping present with higher sensors count.
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Figure 5.16 Latency and overhead for assignment strategies.
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5.5.7 Various Mapping Strategies

In the default mapping policy of HARNESS, as given in Alg. 1, local ORC checks child and parent

ORC s hierarchically. Here, we explore alternate strategies. The first one (i.e., Edge-to-only servers)

involves direct communication from edge devices to servers, bypassing the communication between the

ORC s of sibling edge devices. The second strategy (i.e., Edge-to-same server) re-attempts to assign the

task to the same node and PU that processed the task in the previous iteration. Lastly, we repeat the two

strategies above by increasing the mapping granularity (MG) of ready tasks, similar to the previous

experiment. Figure 5.16.a and Figure 5.16.b show average task latency for each strategy. In the VR app,

we observe that first and second strategies improve system latency. Since the rendering task is often

mapped to servers, these two strategies decrease the ORC overhead by skipping less powerful edge devices.

In the Mining app, however, failing to query other edge devices leads to under-utilization of sibling edge

devices and increases the latency. MG in the Mining app can improve the average latency whereas it does

not in the VR app.

Figure 5.16.c and Figure 5.16d depict the ORC overhead when tasks are created in varying intervals for

Mining (20 Hz, 10 Hz, and 5 Hz) and VR (1.10x, 1x, and 0.75x FPS of default values). We observe that

frequent task creation has a higher overhead since the ORC s communicate more. In the VR app, grouping

tasks generally causes higher overhead because some tasks cannot be mapped to a PU under current

latency constraints and we end up splitting the tasks and rescheduling. This pattern is also observed in the

Mining app under high load. Reprojection task is the only task that can run on VIC, yet during high load

experiments, VIC may not successfully complete the task under stricter QoS requirements due to shared

resource slowdown, which other baselines cannot spot. This results in using GPUs instead and leaving VIC

idle. Please note that splitting is applied only when the user specifies a group of TASKs at once for the

MapTask() API call. Single TASKs are not split into smaller pieces.

5.6 Conclusion

We propose HARNESS, a holistic resource management framework tailored for diversely heterogeneous

edge-cloud systems. HARNESS uniquely takes the slowdown due to shared resource usage into account.

We demonstrate the utility of HARNESS on two real-life applications from disparate disciplines deployed

on the field, yielding 47% reduction in latency over baselines with less than 2% scheduling overhead.
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CHAPTER 6

MEMORY CONTENTION-BASED COVERT CHANNEL COMMUNICATION ON SHARED DRAM

SYSTEM-ON-CHIPS

After observing the contention amounts over shared memory, as in Chapters 4 and 5, we explored how

contention behavior can be exploited as a covert channel attack. In this chapter, we will introduce MC3, a

novel high-throughput covert channel attack over shared DRAM.

6.1 Introduction

Mobile system-on-chips (SoCs) house multiple types of processing units (PUs), including

general-purpose CPU cores and domain-specific accelerators (DSAs), such as GPUs and deep learning

accelerators. With the proliferation of integrated DSAs, modern SoCs can provide cost-effective and

energy-efficient execution, making them ideal candidates for in-the-field computing in many areas (mobile

phones [231], smart home environments [232] and autonomous systems [196]).

An emerging architectural feature of modern SoCs (e.g., NVIDIA’s Orin [196], Apple’s M3 [233],

Qualcomm’s Snapdragon [234]) is a shared main memory where the data is stored for access by all PUs.

The use of shared physical memory (SM) in commodity SoCs is motivated by the goal of reducing the chip

area and production costs. It can also provide additional performance benefits by minimizing data transfer

overhead between the CPU and the DSAs [235]. However, several studies [39, 93, 94] revealed that when

running multiple workloads concurrently, PUs in SM-SoCs can experience significant slowdown caused by

shared memory contention. Due to the diverse computational characteristics of the PUs they embed,

SM-SoCs often do not employ a shared last-level cache (LLC). Although covert channel attacks have been

widely studied in shared memory systems, high-throughput communication has previously been feasible

only by relying on an LLC or by possessing privileged or physical access to the shared memory subsystem.

Constructing a fine-grained, low-noise, and high-throughput memory-contention-based covert channel

attack on mobile SM-SoCs presents several challenges: (i) SM-SoCs generally lack a shared LLC to avoid

complex design requirements. The trojan (i.e., transmitter) needs to generate sufficient memory pressure

that is observable by the spy (i.e., receiver). CPU-based workloads in resource-limited SM-SoCs often fail

to fully utilize the memory bandwidth even when all cores are used [93]. Therefore, accelerators with

higher memory demands, such as GPUs, should be employed. Meanwhile, the generated memory pressure

should be low enough to minimize the risk of being detected by system defenses. (ii) The total memory

pressure exerted cumulatively by the spy and the trojan must be reliably high. Memory accesses satisfied

by the caches can artificially increase perceived bandwidth, hence, they should be minimized to achieve a
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reliable access stream reaching the DRAM. This is also crucial to maximize the capacity of the

communication channel. (iii) Without external synchronization mechanisms, reliable and high-throughput

data transmission over SM becomes challenging, as the trojan and the spy may operate at different

magnitudes of memory operations, particularly when located on different types of PUs (e.g., CPU cores

and GPU). (iv) Finally, these requirements should be achieved without elevated privileges and hardware

access, and the attack should function under single-user and multi-application environments. Our proposed

work addresses all four challenges listed above.

In this paper, we introduce a new memory contention-based covert communication attack, MC3,

targeting shared memory SoCs on mobile platforms. Our attack exploits the underlying vulnerability with

software-only mechanisms, requiring neither direct hardware access nor super-user privileges. MC3 is

designed to achieve a balance between the communication accuracy and the transmission rate (i.e.,

capacity) of the covert channel. To increase the transmission rate and improve the efficiency of our attack,

we further propose a CPU+GPU version of the receiver and the transmitter. We demonstrate that MC3

achieves transmission rates of up to 6.4 Kbps with an error rate below 1% in CPU-to-GPU communication.

Our implementation is available at https://github.com/hypesys/MC3.

6.1.1 Contributions

Our work makes the following contributions:

• We unveil a new attack vector that leverages the slowdown in memory accesses due to shared use of

system memory. The attack vector is achieved through software-only measurements and does not require

privileged access to the system.

• We present a novel covert channel attack that targets shared-memory SoCs without a last-level cache

between its processing units. Our attack considers both CPU-GPU and CPU-CPU placements of the

transmitter and the receiver.

• We evaluate MC3 on NVIDIA Orin AGX, Nano, and NX SoCs and achieve a channel capacity of up to

6.4 Kbps with 95% accuracy. The accuracy reaches 99.99% when the capacity is capped at 1.3 Kpbs.

The remainder of this chapter is organized as follows: Section 6.2 reviews the background and

motivation behind shared-memory covert channels. Section 6.3 presents the MC3 attack in detail, covering

the threat model, mechanism design, contention primitives, transmitter/receiver architecture, and

noise-reduction techniques. Section 6.4 explores enhancements using GPUs and analyzes channel capacity,

accuracy, and trade-offs.
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Figure 6.1 Block diagram for NVIDIA’s Xavier AGX SoC embedding a CPU, GPU, deep learning
accelerator (DLA) and shared memory.

6.2 Background and Challenges

Shared memory SoCs (SM-SoC): Modern SoCs, such as NVIDIA’s Xavier and Orin architectures (as

depicted in Figure 6.1) integrate different types of accelerators, such as GPUs and DSAs, and each is

optimized for specific computations. Unlike larger-scale systems where each accelerator has a dedicated

primary memory, SM-SoCs share a common DRAM-based memory such as DDR4. Each PU has access to

memory via a shared memory bus and a centralized memory controller (MC). Due to their inherent

architectural heterogeneity, SM-SoCs often lack a shared LLC. Modern SoCs benefit from shared memory

design because it reduces production costs and improves the data transfer overhead between CPU, GPU

and other PUs.

Shared memory contention as attack vector: Our proposed methodology relies on the vulnerability that

we discover in shared-memory SoCs and has the potential to be exploited on mobile and autonomous SoCs

for a variety of attacks that do not require privileged access. A programmer can develop an adversarial

transmitter application that leaves a distinct signature via purposeful shared memory accesses. This

signature can be used to leak crucial information that can be encoded in binary form.

Although this attack strategy seems similar to other types of covert channel attacks, there are unique

challenges to efficiently and reliably designing shared memory contention channels:

• Sufficiently observable contention: While fully stressing memory resources to maximize contention is

technically possible by the use of accelerators, the attack should generate sufficiently enough contention

for the transmitter and receiver to communicate with each other. This will allow the attack to remain

undetected by countermeasures deployed by the OS while maximizing the channel capacity of the attack.

We deal with this challenge by creating contention that only targets shared memory resources and
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bypasses the private cache hierarchy of CPUs.

• Reliable and efficient contention: Achieving reliable contention generation necessitates a careful

characterization of the channel’s behavior. While reliability can be increased by repeatedly performing

contention for a long time to transmit a bit, the practicality of the attack often requires minimizing the

repetition. We overcome these challenges by thoroughly analyzing the contention behavior and using

fine-grained time intervals for the receiver and the transmitter.

• Synchronizing transmitter and receiver: Unlike traditional cache attacks, where the effects of a cache

hit-or-miss can be clearly observed in the order of nanoseconds, the slowdown caused by the memory

contention becomes visible in the order of microseconds. This requires synchronized transmitter and

receiver operation. Additionally, considering the differences in computational capabilities and clock rates

of the CPUs and GPUs, the design of attack vectors on two diverse PUs requires the synchronization to

be done without using any external resources. We overcome this challenge by developing a precise

contention generator and sleep procedure for the transmitter and adapting them to the receiver

accordingly.

Feasibility of shared memory contention-based covert channel: To demonstrate how the memory contention

behavior affects the observed memory bandwidth of an application, we run the transmitter app on the

CPU and the receiver on both the CPU and the GPU of an Orin NX SoC. Figure 6.2 shows two raw traces

of the varying average bandwidth (BW) perceived on the receiver side. Regardless of whether the receiver

runs on the CPU or the GPU, the perceived BWs for the receiver have clear drops in the traces, which

correspond to the ‘1’s sent by the transmitter. This experiment demonstrates the feasibility of building

covert channels with shared memory contention.
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6.3 Shared Memory Contention-based Covert Channel Communication

In this subsection, we present the threat model, MC3 methodology, attack vector details, the precision

contention duration and sleep, and the trade-off between transmitter and receiver designs.
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Figure 6.3 Threat Model

6.3.1 Threat Model

Figure 6.3 depicts our threat model which involves running two (or more) applications on an SM-SoC

(as explained in Section 6.2). The transmitter (i.e., trojan) is an application that has access to sensitive or

private user data. The receiver (i.e., spy) is an application running on the same SM-SoC but does not have

access to the same data. Applications running in the system (including the receiver and transmitter) are

not allowed to communicate with each other. Both transmitter and receiver can run on the CPU or GPU

(in no specific order) without elevated execution privileges —meaning they cannot access protected OS

facilities or performance counters. The attack is designed to be executed remotely and attacker’s presence

or active engagement is not required. The attacker is assumed to have no physical access to the hardware

components (e.g., for measuring power consumption and electromagnetic emissions).

6.3.2 Overall Mechanism

Figure 6.4 illustrates the communication protocol between the transmitter and receiver for transmitting

bits (i.e., 0 or 1) through shared memory contention. The transmitter conveys bits by performing buffer

copy operations on memory while the receiver continuously performs another buffer copy operation to

detect the transmitted bit.

The transmitter is responsible for sending the bit by modulating the level of memory contention. As

shown in the upper part of Figure 6.4, to transmit a bit ‘0’, the transmitter sleeps for a predefined time

interval of Tn. To send a bit ‘1’, it performs continuous copy operations to access DRAM. The receiver
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continuously operates its own buffer copy function, then measures the duration of the buffer copy

operation, and finally calculates the average BW over the duration, which will be used to decode the bit.

The lower part of Figure 6.4 illustrates the case where the receiver can perform more copy operations

with lower latency (i.e., higher memory BW) while the transmitter is sleeping. Multiple copy operations per

time interval Tn can also be utilized to have more reliable data transmission (see Sec. 6.3.8). In contrast,

when the transmitter induces contention by performing a copy operation, the receiver’s throughput

decreases (i.e., lower memory BW) because memory latency increases due to shared memory contention.

Process
T 

Process
R

Transmitter
(Trojan)

Receiver
(Spy)

Send bit 0 Send bit 1 Send bit 0

R
.C

op
y

R
.C

op
y

R
.C

op
y

R
.C

op
y

R
.C

op
y

R
.C

op
y

R
.C

op
y

R
.C

op
y

R
.C

op
y

R
.C

op
y

Time 

T.sleep T.sleepT.Copy T.Copy

Tn
0 Tn

1 Tn
2 Tn

3

No Contention Contention

Figure 6.4 Communication between the transmitter and receiver.

While it is possible to run the receiver non-stop, we instead opt to start the receiver slightly earlier

(e.g., one second) than the transmitter at a predetermined epoch. This design decision eliminates the need

for continuous operation of the receiver, thus minimizing the chances of our attack being detected under

real-world conditions. The early start allows the receiver to collect BW information (i.e., latency per copy

operation) without any interference from the transmitter, which can be used as a baseline during the data

analysis stage. Although other applications on the device may use shared memory —potentially

introducing noise into the receiver’s average BW measurements— the pattern of zeros and ones can be

detected using heuristic history-based signal processing approaches.

Table 6.1 lists our test devices with varying computational capability and memory BW capacity. We

use Jetpack 5.1 on all devices. It is worth noting that all devices have TrustZone Trusted Execution

Environment (TEE) and OS-protection regions in the memory subsystem.

Table 6.1 Targeted platforms

Device Orin AGX Orin Nano Orin NX
CPU 12-core A78 6-core A78AE 8-core A78AE
GPU 2048 core Ampere 1024 core Ampere 1024 core Ampere

DRAM Size 64 GB 256-bit 8 GB 128-bit 8 GB 128-bit
Memory Bandwidth 204.8 GB/s 68 GB/s 102 GB/s
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6.3.3 Attack Vector

Our attack leverages a memory-contention channel to stealthily transmit data between two processes.

Our transmitter algorithm, described in Alg. 2, is responsible for encoding the data and transmitting

the encoded data bitstream over the memory-contention channel. It loops through the input data

bitstream, either running the memory contention kernel (i.e., data copy operation) for the specified

duration T if the current bit is a 1, resulting in memory contention, or sleeping for the same duration T (if

not set differently) if the current bit is a 0, resulting in near zero memory contention.

Our receiver algorithm, described in Alg. 3, is responsible for receiving the encoded data from the

memory-contention channel and decoding it. It continuously runs the memory contention kernel over the

duration T —the T value should be the same as the transmitter’s. Then, it normalizes the BWs based on a

global average (i.e., subtract each BW sample from the overall average observed BW) [126]. Then, this

normalized BW is thresholded with hysteresis, which we experimentally determined to be much more

resistant to noise. Finally, the result of this thresholding is converted directly into the received bitstream,

where the values above the threshold become 0 (which corresponds to a higher measured BW in the

receiver, as a result of the transmitter not simultaneously generating memory contention) and the values

below the additive inverse (i.e., −1×) of the threshold are 1 (which corresponds to a lower measured BW

in the receiver, as a result of the transmitter simultaneously generating memory contention).

Algorithm 2 Transmitter
Input: data bitstream B and its length n, time interval T

for i← 0 to n− 1 do
if B[i] is 1 then contend_for(T ) . Generate contention
else sleep_for(T ) . Remain idle

Algorithm 3 Receiver
Input: hysteresis threshold γ, run length n, time interval T
B ← [] . Output bitstream (starts empty)
b← 0 . Hysteresis state
β̄ ← 0 . Average BW
for i← 0 to n− 1 do

βraw ← contend_for(T )
β̄ = β̄·i+βraw

i+1
. Use simple global average

βnormalized = βraw − β̄
if βnormalized > γ then append(B, 0)

b← 1
else if βnormalized < (−1 · γ) then append(B, 1)

b← 0
else append(B, b)

return B
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Table 6.2 Precise ‘contention’ and ‘sleep for’ durations

Operation Expected duration Mean Error Minimum Error Maximum Error Std.;dev. Error
Sleep for 100 ms 46 ns 5 ns 314 ns 41 ns

Contention 100 ms 12 µs 5 ns 767 µs 65 µs

6.3.4 Cache-less Memory Access

Throughout the development of the memory-contention kernel, we observed that CPU caches are used

to access the data and artificially inflate the memory BW measurements by using data-streaming kernels.

Although sufficient contention generation using data streaming kernels is also possible, it makes our BW

measurements unreliable and introduces substantial noise into the communication channel.

To alleviate this, our implementation employs memory instructions with non-temporal hints,

specifically ldnp/stnp (Load/Store Pair Non-Temporal) Arm64 instructions. This hint signifies that the

data being loaded or stored is unlikely to be reused soon, prompting the system to bypass the cache

hierarchy [236]. By doing so, we ensure that our memory operations access DRAM directly, enhancing the

reliability of our BW measurements and increasing the efficiency of the attack. It is worth noting that we

also observed sufficient contention generation with data streaming using regular data streaming without

non-temporal instructions.

6.3.5 Precise Contention Duration and Precise Sleep

In order to maximize performance, the sleep and data copy operations require high temporal precision

(i.e., sleep or run for the desired duration as accurately as possible). We implemented a precise sleep

mechanism by utilizing an OS-provided function (i.e., std::this_thread::sleep_for) until near the

desired end time and finally spinning (i.e., while loop with an empty body) until the desired end time is

reached [237]. To implement CONTEND_FOR(T), used in both algorithms, our data copy operation first runs

the memory-contention kernel for a small, fixed amount of data (i.e., taking nearly one second) to estimate

the currently achievable memory contention BW (β0). Using the total desired duration (T ), it estimates

the amount of data the kernel needs to run for (d∗, where d∗ ∝ βi · T ). Using this estimate, it splits this

total data estimate up (e.g.: di = 1
100 · d∗), runs the memory-contention kernel (for di amount of data),

collects βi, updates d∗ and di, and repeat. When it gets close to the desired end time, it further splits the

estimate (e.g.: di = 1
1000 · d∗) to reduce the amount of under/overshoot. In Table 6.2, we report the results

for 100 ms execution, demonstrating our average error rate of 4 and 7 orders of magnitude lower for sleep

and contention generation, respectively.
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6.3.6 Transmitter and Receiver Design

Our attack hinges on the transmitter generating sufficient memory pressure to create noticeable

contention, which the receiver must detect. Essentially, the transmitter needs to generate enough memory

access requests to contend with the receiver, and the receiver must be sensitive enough to observe the

difference between the transmitter’s sleep and data copy operations. To evaluate this, we conducted

experiments on an Orin Nano using three CPU cores for both the transmitter and receiver. We send 1024

bits of information, evenly distributed with bits ‘0’s and ‘1’s, with the slowdown results illustrated in

Figure 6.5.a. We design varying buffer sizes of data copy for transmitter (from 0.6 MB to 128 MB) and

receiver (from 1 MB to 100 MB). Overall, we observe an increasing pattern of average slowdown on the

receiver side as we increase transmitter buffer sizes. For example, with a 1 MB buffer size for the receiver,

the transmitter requires at least a 2 MB buffer (i.e., at least 20% MC utilization) to achieve a minimum of

10% slowdown.
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Figure 6.5 (a) [Left] Average slowdown in the perceived BW depending on the transmitter buffer size. (b)
[Middle] Average perceived high BW (H) and low BW (L) for bits ‘0’ and ‘1’, respectively, for varying
receiver buffer sizes. (c) [Right] MC utilization per transmitter buffer size.

Although we observe a slowdown while transmitting bit ‘0’, we also need to clearly distinguish the BW

differences between bit ‘1’ and bit ‘0’ on the receiver. To demonstrate this, we measure and analyze the

average BW perceived on the receiver side while the transmitter is running, with a 4 MB buffer size

sending ‘0’ (higher perceived BW) and ‘1’ (lower perceived BW) bits. Figure 6.5.b depicts the distribution

(including outliers) of the BW perceived by the receiver while sensing ‘0’s (light colors) and ‘1’s (dark

colors). Although buffer sizes of 1.6 MB and 1.0 MB have clear differences in terms of perceived BW, lower

buffer sizes for the receiver fail to distinguish the differences between bit ‘0’ and ‘1’ by looking at perceived

BW. While outliers create noise if accuracy is calculated solely with average-based methods, history-based

methods (which compare the current trace with the previous) clearly identify the changes. Although the

transmitter with 0.8 MB buffer has approximately 10% MC utilization, contention may not be enough to

distinguish bit ‘0’s and ‘1’s.
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Figure 6.6 The overlap between [T]ransmitter’s and [R]eceiver’s copy operations for various R/T copy
epoch ratios. ‘Ideal’ represents the expected durations and ‘actual’ represents the observed. R1-R5
indicates the epoch number of a copy operation performed by the receiver.

6.3.7 Trade-off between Copy Duration and Contention Amount

The channel capacity intuitively depends on the size of the transmitter’s buffer that is being copied.

Assuming that, to transmit bit ‘1’, transmitter copy operation with a fixed buffer size will be performed

once during time interval Tn, there exists an inverse relationship between the transmitter buffer size and

the channel capacity, as demonstrated in Eq. 6.1. As we increase the transmitter buffer size, thus the time

TimeTra to copy the buffer, and account for the average slowdown SlowdownRec perceived by the receiver,

the channel capacity decreases.

Channel Capacity = 1 / (TimeTra ∗ SlowdownRec) (6.1)

Ideally, we aim to use the smallest possible transmitter buffer size to maximize the channel capacity of

our covert channel. On the other hand, there is a lower limit to how much we can decrease the buffer size

to generate observable contention. To demonstrate the trade-off between channel capacity and buffer size,

we vary the transmitter buffer size and report the results in Figure 6.5.c. We observe that increasing the

transmitter buffer size leads to a near-linear decrease in channel capacity. For example, with transmitter

buffer sizes of 0.5 MB and 0.6 MB, we achieved channel capacities of up to 25 Kbps, yet the receiver was

unable to detect the transmitter’s activity since the transmitter’s MC utilization was nearly zero.

6.3.8 Reducing Noise

Synchronizing transmitter and receiver is essential for accurately sensing BW differences. Since direct

communication between the transmitter and receiver is not allowed (which would otherwise defeat the

point of a covert channel), we must statically decide the time intervals. However, as depicted in

Figure 6.5.b, due to contention generation being inherently noisy, the accumulation of outlier-induced

errors can lead to desynchronization. If we aim to operate in the worst-case scenario, then many contended

regions may complete earlier than anticipated.
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We illustrate and compare the expected (i.e., ideal) and observed (i.e., actual) copy operation durations

in Figure 6.6. R/T denotes the ratio of copy epochs (or iterations) that the (R)eceiver performs for every

bit ‘1’ sent by the (T)ransmitter. When R/T = 1, the receiver perceives the contention from the

transmitter with a delay, causing a drop in observed BW and increasing in noise Conversely, when the

transmitter sends bit ‘1’ across multiple epochs (i.e., R/T > 1 ), the receiver will capture at least one or

more fully contended regions. This substantially improves transmission accuracy, while reducing the

communication capacity of the covert channel.

6.4 Improving Channel Capacity with GPUs

Mobile and autonomous SoCs often embed GPUs which are designed to enable massive parallelism.

This results in better utilization of the memory subsystem compared to the CPUs.

6.4.1 Receiver on the GPU

The receiver must generate sufficiently high BW to accurately distinguish between a ‘0’ bit and a ‘1’

bit. To achieve better accuracy, we run the receiver on the GPU and the transmitter on the CPU. We

implement the memory copy operation with cudaMemcpy using CUDA [238]. Figure 6.7.a shows the

average receiver slowdown for the ‘0’ (i.e., high) and ‘1’ (i.e., low) bits using a buffer size of 1 MB on an

Orin AGX. For receiver buffer sizes from 2MB to 8MB, we observe a clear distinction between ‘0’s and ‘1’s.

However, buffer sizes of 0.5MB and 1MB fail to sense the contention, whereas buffer sizes of 16MB and

beyond may result in a misalignment of the copy epochs as explained in Sec. 6.3.8. We also experimented

with configuring the transmitter on the GPU and the receiver on the CPU. However, unlike the case where

the receiver is on the GPU, placing the transmitter on the GPU did not improve the distinction of ‘1’ and

‘0’ bits. These results were omitted because of space limitations.
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0.048 30.563 0 59.28 05:22:45:085:647, 0.02144 GB/s 0 0.02144 0.000248 0 0.02144
0.079 33.874 0.079 32.42 05:22:45:085:895, 0.018208 GB/s 1 0.018208 0.000425 1 0.018208
0.099 48.291 0.099 54.33 05:22:45:086:072, 0.020922 GB/s 0 0.020922 0.000708 0 0.020922
0.134 29.755 0.134 50.94 05:22:45:086:355, 0.018008 GB/s 1 0.018008 0.000882 0 0.021382
0.155 32.643 0.155 21.15 05:22:45:086:529, 0.021382 GB/s 0 0.021382 0.001131 1 0.018008
0.189 48.732 0.189 57.26 05:22:45:086:778, 0.026485 GB/s 1 0.026485 0.001301 0 0.02376
0.209 33.187 0.209 46.71 05:22:45:086:948, 0.02376 GB/s 0 0.02376 0.001552 0 0.023008
0.245 31.874 0.245 57.31 05:22:45:087:199, 0.018554 GB/s 1 0.018554 0.001731 0 0.020826
0.265 34.765 0.265 51.53 05:22:45:087:378, 0.023008 GB/s 0 0.023008 0.00198 0 0.021216
0.301 47.234 0.301 24.4 05:22:45:087:627, 0.018472 GB/s 1 0.018472 0.002149 1 0.026485
0.321 30.983 0.321 30.52 05:22:45:087:796, 0.020826 GB/s 0 0.020826 0.002397 1 0.018554
0.356 33.421 0.356 57.11 05:22:45:088:044, 0.018368 GB/s 1 0.018368 0.002566 0 0.020256
0.376 46.895 0.376 50.42 05:22:45:088:213, 0.021216 GB/s 0 0.021216 0.002807 0 0.021254
0.411 47.196 0.411 27.58 05:22:45:088:454, 0.018072 GB/s 1 0.018072 0.002973 1 0.018472
0.431 32.457 0.431 45.67 05:22:45:088:620, 0.020256 GB/s 0 0.020256 0.003219 0 0.022936
0.466 34.819 0.466 22.9 05:22:45:088:866, 0.018584 GB/s 1 0.018584 0.003386 1 0.018368
0.486 47.923 0.486 47.85 05:22:45:089:033, 0.021254 GB/s 0 0.021254 0.003619 0 0.021216
0.521 31.268 0.521 20.95 05:22:45:089:266, 0.01868 GB/s 1 0.01868 0.003787 1 0.018072
0.541 33.982 0.541 29.27 05:22:45:089:434, 0.022936 GB/s 0 0.022936 0.004022 1 0.018584
0.576 47.617 0.576 53.75 05:22:45:089:669, 0.018208 GB/s 1 0.018208 0.004188 0 0.021254
0.596 46.874 0.596 33.46 05:22:45:089:835, 0.019885 GB/s 0 0.019885 0.004412 1 0.01868
0.634 29.874 0.634 20.87 05:22:45:090:059, 0.017952 GB/s 1 0.017952 0.004578 1 0.018208
0.654 34.438 0.654 51.52 05:22:45:090:225, 0.021576 GB/s 0 0.021576 0.004821 0 0.019885
0.69 47.982 0.69 53.46 05:22:45:090:468, 0.0184 GB/s 1 0.0184 0.004987 0 0.021576
0.711 48.391 0.711 48.56 05:22:45:090:634, 0.021254 GB/s 0 0.021254 0.005258 0 0.021254
0.746 46.723 0.746 24.76 05:22:45:090:905, 0.018872 GB/s 1 0.018872 0.005432 1 0.0184
0.766 33.417 0.766 33 05:22:45:091:079, 0.021203 GB/s 0 0.021203 0.005673 1 0.018872
0.801 32.861 0.801 46.38 05:22:45:091:320, 0.018144 GB/s 1 0.018144 0.00584 0 0.021203
0.821 48.721 0.821 25.17 05:22:45:091:487, 0.02216 GB/s 0 0.02216 0.006078 1 0.018144
0.855 31.983 0.855 22.58 05:22:45:091:725, 0.018104 GB/s 1 0.018104 0.006244 1 0.018104
0.875 46.275 0.875 55.11 05:22:45:091:891, 0.020832 GB/s 0 0.020832 0.006493 0 0.02216
0.91 34.126 0.91 50.64 05:22:45:092:140, 0.018176 GB/s 1 0.018176 0.006659 0 0.020832
0.93 47.827 0.93 52.54 05:22:45:092:306, 0.021414 GB/s 0 0.021414 0.006902 0 0.021414
0.966 33.976 H → 01001000 0.966 23.14 05:22:45:092:549, 0.018408 GB/s 1 0.018408 0.007069 1 0.018176
0.986 32.473 e → 01100101 0.986 33.25 05:22:45:092:716, 0.021656 GB/s 0 0.021656 0.007314 1 0.018408
1.021 47.392 l → 01101100 1.021 46.77 05:22:45:092:961, 0.018048 GB/s 1 0.018048 0.007481 0 0.021656
1.041 34.128 l → 01101100 1.041 27.07 05:22:45:093:128, 0.022093 GB/s 0 0.022093 0.007724 1 0.018048
1.077 48.637 o → 01101111 1.077 26.28 05:22:45:093:371, 0.017771 GB/s 1 0.017771 0.007893 1 0.017771
1.097 30.913 , → 00101100 1.097 33.2 05:22:45:093:540, 0.02089 GB/s 0 0.02089 0.008131 1 0.018848
1.136 34.581 (space) → 00100000 1.136 31.25 05:22:45:093:778, 0.018848 GB/s 1 0.018848 0.008297 1 0.018528
1.156 47.276 W → 01010111 1.156 59.41 05:22:45:093:944, 0.02032 GB/s 0 0.02032 0.00853 0 0.02089
1.191 33.276 o → 01101111 1.191 47.18 05:22:45:094:177, 0.018528 GB/s 1 0.018528 0.008697 0 0.02032
1.211 30.492 r → 01110010 1.211 22.36 05:22:45:094:344, 0.021395 GB/s 0 0.021395 0.00894 1 0.017856
1.251 31.985 l → 01101100 1.251 52.64 05:22:45:094:587, 0.017856 GB/s 1 0.017856 0.009108 0 0.021395
1.271 47.267 d → 01100100 1.271 54 05:22:45:094:755, 0.021312 GB/s 0 0.021312 0.00939 1 0.018509
1.305 46.381 ! → 00100001 1.305 56.86 05:22:45:095:037, 0.018509 GB/s 1 0.018509 0.009583 1 0.018544
1.326 32.678 1.326 48.98 05:22:45:095:230, 0.021306 GB/s 0 0.021306 0.009834 0 0.021306
1.36 48.129 1.36 50.21 05:22:45:095:481, 0.018544 GB/s 1 0.018544 0.010014 0 0.020134
1.38 30.854 1.38 50.13 05:22:45:095:661, 0.020134 GB/s 0 0.020134 0.010242 0 0.020576
1.415 34.273 1.415 24.93 05:22:45:095:889, 0.018504 GB/s 1 0.018504 0.010411 0 0.020416
1.435 47.914 1.435 57.08 05:22:45:096:058, 0.020576 GB/s 0 0.020576 0.010682 1 0.018504
1.473 48.765 1.473 27.68 05:22:45:096:329, 0.017696 GB/s 1 0.017696 0.010852 0 0.024704
1.493 30.398 1.493 52.43 05:22:45:096:499, 0.020416 GB/s 0 0.020416 0.011083 0 0.020544
1.528 33.982 1.528 20.07 05:22:45:096:730, 0.018096 GB/s 1 0.018096 0.01125 0 0.020192
1.548 47.294 1.548 25.73 05:22:45:096:897, 0.024704 GB/s 0 0.024704 0.011494 0 0.020461
1.584 31.872 1.584 20.3 05:22:45:097:141, 0.01768 GB/s 1 0.01768 0.01166 0 0.020794
1.604 32.473 1.604 49.43 05:22:45:097:307, 0.020544 GB/s 0 0.020544 0.011899 0 0.021357
1.64 47.194 1.64 22.63 05:22:45:097:546, 0.018 GB/s 1 0.018 0.012064 1 0.018648
1.661 30.837 1.661 29.95 05:22:45:097:711, 0.020192 GB/s 0 0.020192 0.012317 0 0.021384
1.697 33.617 1.697 46.34 05:22:45:097:964, 0.018592 GB/s 1 0.018592 0.012495 1 0.018712
1.717 46.894 1.717 24.05 05:22:45:098:142, 0.020461 GB/s 0 0.020461 0.012759 0 0.022176
1.752 47.327 1.752 28.21 05:22:45:098:406, 0.018336 GB/s 1 0.018336 0.01293 1 0.018512
1.772 32.275 1.772 33.1 05:22:45:098:577, 0.020794 GB/s 0 0.020794 0.013157 1 0.018392
1.808 48.198 1.808 22.63 05:22:45:098:804, 0.022283 GB/s 1 0.022283 0.013326 1 0.01844
1.828 34.561 1.828 49.44 05:22:45:098:973, 0.021357 GB/s 0 0.021357 0.013602 0 0.021432
1.862 46.174 1.862 23.2 05:22:45:099:249, 0.018648 GB/s 1 0.018648 0.013771 1 0.018216
1.882 30.937 1.882 25.72 05:22:45:099:418, 0.021384 GB/s 0 0.021384 0.014032 1 0.018443
1.917 33.172 1.917 29.32 05:22:45:099:679, 0.018712 GB/s 1 0.018712 0.0142 0 0.020646
1.937 47.821 1.937 50.01 05:22:45:099:847, 0.022176 GB/s 0 0.022176 0.014443 1 0.018416

1.972 45.48 05:22:45:100:090, 0.018512 GB/s 1 0.018512 0.014609 1 0.017984
1.992 33.57 05:22:45:100:256, 0.020717 GB/s 0 0.020717 0.014845 1 0.018512
2.028 45.87 05:22:45:100:492, 0.018392 GB/s 1 0.018392 0.015012 1 0.01824
2.048 57.04 05:22:45:100:659, 0.021432 GB/s 0 0.021432 0.015251 0 0.02104
2.083 22.09 05:22:45:100:898, 0.01844 GB/s 1 0.01844 0.015419 1 0.018384
2.103 23.17 05:22:45:101:066, 0.020442 GB/s 0 0.020442 0.015656 1 0.018104
2.141 46.87 05:22:45:101:303, 0.018216 GB/s 1 0.018216 0.015822 1 0.018248
2.161 23.56 05:22:45:101:469, 0.020646 GB/s 0 0.020646 0.016058 0 0.021304
2.195 27.04 05:22:45:101:705, 0.018443 GB/s 1 0.018443 0.016223 0 0.021747
2.215 51.57 05:22:45:101:870, 0.02208 GB/s 0 0.02208 0.01648 1 0.018352
2.252 56.48 05:22:45:102:127, 0.018416 GB/s 1 0.018416 0.016649 0 0.022576
2.273 49.14 05:22:45:102:296, 0.021146 GB/s 0 0.021146 0.016872 0 0.0216
2.307 26.25 05:22:45:102:519, 0.017984 GB/s 1 0.017984 0.017037 1 0.018424
2.327 24.79 05:22:45:102:684, 0.026093 GB/s 0 0.026093 0.017292 1 0.0182
2.361 46.36 05:22:45:102:939, 0.018512 GB/s 1 0.018512 0.017467 0 0.02055
2.381 54.08 05:22:45:103:114, 0.020627 GB/s 0 0.020627 0.017718 1 0.0178
2.417 27.48 05:22:45:103:365, 0.01824 GB/s 1 0.01824 0.017887 1 0.018512
2.437 51.2 05:22:45:103:534, 0.021808 GB/s 0 0.021808 0.01812 0 0.021912
2.473 50.75 05:22:45:103:767, 0.01824 GB/s 1 0.01824 0.018289 0 0.022688
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Figure 6.8 Average BW observed by the receiver while receiving a "Hello, World" message.

6.4.2 Channel Capacities for Receivers on GPU and CPU

To further understand the relationship between channel capacity and the slowdown observed when the

receiver is placed on CPU and GPU, we perform an experiment on Orin AGX where we gradually increase

receiver buffer sizes and report the results in Figure 6.7.b. We observe that we can achieve channel

capacities of up to 14 Kbps and 5 Kbps on GPU and CPU, respectively, with 9% and 7% slowdowns

observed in the measured BW. As we increase buffer sizes, we typically observe less channel capacity but

more sensible contention on both CPU- and GPU-based receivers. It is worth noting that, when the

receiver runs on GPU, we can map the transmitter to 11 cores out of the 12 available CPU cores. This

mapping significantly increases the contention generation capacity of the transmitter. Overall, the

GPU-based receiver achieves approximately 3× – 5× higher channel capacities on Orin AGX (and 2× – 4×

on Orin Nano) compared to the CPU-based receiver.

6.4.3 "Hello World" Transmission

To assess our design’s performance with longer messages, we transmit a 100 Kb text message on Orin

Nano and observe how the perceived BW changes over time. The results are depicted in Figure 6.8. The

y-axis shows the rolling average of perceived BW during each time interval, whereas the x-axis represents

the time progression in milliseconds. The initial portion of the message is transmitted and received with

100% accuracy while the entire message is delivered with 99.02% accuracy at a channel capacity in excess

of 4 Kbps.

6.4.4 Channel Capacity vs. Transmission Accuracy

As the final overarching experiment, we vary the transmitter and buffer sizes and observe the resulting

trade-off between channel capacity and transmission accuracy when the receiver is run on the GPU and the

transmitter on the CPU of Orin AGX. In Figure 6.9.a, we varied the transmitter buffer sizes while keeping

the receiver buffer size fixed at 1 MB. We increase the channel capacity by varying the number of copy

epochs/iterations of the buffer copy operation per time interval from 1 to 10, and adjusting the receiver
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accordingly. In general, our results demonstrate that MC3 achieves either up to 6.4 Kbps channel capacity

or up to 99.99% transmission accuracy. As the transmitter buffer size and the number of copy iterations per

interval increased, we observe higher accuracy but reduced channel capacity. Some notable data points are:

• The 2MB transmitter buffer size achieves 99. 1% accuracy at 3.5 Kpbs channel capacity and a

near-perfect accuracy of 99.99% at 1.3 Kpbs.

• The 1MB transmitter buffer size maximizes channel capacity up to 6.4 Kpbs while achieving a decent

94.9% accuracy.

T:1.5MB

R:1MB

T:2MB

R:1MB

T:1.5MB

R:1MB

T:2MB

R:1MB T:1507328 T:2097152 T:1507328 T:2097152

Channel setCC: 1MB

CC: 

1.5MB CC: 2MB Acc: 1MB

Acc: 

1.5MB Acc: 2MB R:100000 R:100000 R:100000 R:100000

500 0.48 0.474 0.473 98.55 99.8 99.9
800 0.751 0.735 0.727 98.07 99.71 99.51

1000 0.925 0.915 0.909 97.55 99.51 100
1250 1.131 1.056 1.031 97.16 99.31 99.71
1500 1.344 1.331 1.276 97.72 99.31 99.9
2000 1.746 1.61 1.396 97.94 99.22 99.41
2500 2.115 2.09 1.707 95.8 99.11 99.22
3333 2.701 2.587 2.397 95.14 97.94 99.02
4000 3.009 2.814 2.569 95.59 97.84 99.41
5000 6.388 4.709 3.479 94.9 97.04 99.04

CC: 1MB

CC: 

1.5MB CC: 2MB Acc: 1MB

Acc: 

1.5MB Acc: 2MB

0.472 0.473 0.469 99.9 99.9 99.9
0.725 0.727 0.721 99.9 99.51 99.8
0.868 0.909 0.883 99.41 100 99.9
1.025 1.031 1.027 99.41 99.71 99.8
1.238 1.331 1.301 99.61 99.9 99.8
1.533 1.396 1.415 99.61 99.41 99.7
1.585 1.707 1.658 99.21 99.22 99.6
2.644 2.587 2.493 98.57 99.02 99.2
2.819 2.814 2.706 97.1 99.41 98.9
3.426 3.479 3.34 96.11 98.04 98.4
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Figure 6.9 The trade-off between accuracy and channel capacity for varying (a) transmitter [left] and (b)
receiver buffer sizes [right].

In Figure 6.9.b, we increase receiver’s buffer size and buffer copy operation iterations per interval, but

keep the transmitter buffer size constant at 1 MB. Overall, increasing the receiver buffer size (with a

constant transmitter copy iteration) improved accuracy with minimal impact on channel the capacity. It is

worth noting that increasing the receiver size degrades the accuracy since R/T ratio becomes unbalanced

once the buffer size is 5 MB and beyond. Similar to the observations in Figure 6.9.a, increasing the channel

capacity by decreasing the transmitter copy operations per interval leads to a decrease in accuracy.

6.5 Conclusion

In conclusion, we demonstrate a novel and efficient covert channel attack that exploits shared-memory

contention in SM-SoCs. The proposed attack does not require privileged access to the system and achieves

a channel bandwidth of up to 6.4 Kbps with accuracy rates that reach 99.99%. We unveil an important

vulnerability that could be used to leak private data in modern mobile and autonomous systems.
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CHAPTER 7

CONCLUSION AND FUTURE WORK

In this chapter, we will present the conclusion and will then discuss some ideas with possible directions.

There are three directions for future work. First, extending the capabilities of resource limited devices to

efficiently run modern AI workloads requiring a vast amount of memory and computation capability.

Second, resource management and scheduling methodologies we have developed in Chapter 3, 4, and 5 can

be extended to have context-awareness for LLM-powered autonomous agents. Third, the covert-channel

countermeasures introduced in Chapter 6 should be broadened and hardened to restore end-to-end security

as new attack surfaces emerge.

7.1 Conclusion

Edge computing promises to bring low latency, energy efficient intelligence to resource constrained

platforms by collaboratively utilizing multiple accelerators within an edge device and across edge and cloud

systems. We explored and investigated further tradeoff between performance, power, and security in such

heterogeneous environments by solver based schedulers, and integrating lightweight analytical and

empirical models.

To address the critical need for energy efficiency in battery-powered edge devices, we introduced

AxoNN, an energy-aware scheduling framework tailored for single DNN inference tasks on multi-accelerator

SoCs. AxoNN pioneers an approach that leverages constraint-based optimization to facilitate effective

energy-performance trade-offs. By meticulously characterizing the energy and performance profiles of DNN

layers across different accelerators and modeling the costs associated with inter-accelerator data

transitions, AxoNN achieves remarkable prediction accuracy—98% for time and 97% for energy—allowing

systems to meet performance goals within specified energy budgets. By enabling precise

energy-performance trade-offs via principled optimization, AxoNN provides a critical contribution towards

sustainable and high-performance AI on energy-limited edge systems. This contribution provides a vital

tool for developers seeking to balance the often-conflicting demands of low latency and low power

consumption in edge AI applications.

Building upon the insights gained from single-DNN scheduling, we developed HaX-CONN to tackle the

complexities of concurrently executing multiple DNNs on shared memory SoCs. Recognizing that shared

memory contention is a primary performance bottleneck in such scenarios, HaX-CONN incorporates a

novel, contention-aware runtime. It models per-layer characteristics, shared memory contention effects, and

inter-accelerator transition overheads. By formulating the scheduling problem as a
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satisfiability-modulo-theory (SMT) instance and employing SAT solvers, HaX-CONN generates optimal

schedules that significantly outperform existing approaches, demonstrating up to a 32% reduction in

latency and a 29% improvement in throughput. HaX-CONN redefines concurrent AI scheduling on

multi-accelerator SoCs by using formal methods to mitigate shared memory contention, thereby boosting

system throughput and utilization. Furthermore, its dynamic adaptation capabilities ensure that

performance gains are maintained even as workloads change, making it a robust solution for real-world

edge environments.

Expanding our focus from single-device optimization to distributed systems, we introduced HARNESS,

a holistic and scalable resource management framework designed for diversely scaled edge-cloud systems.

HARNESS addresses the challenge of managing resources across multiple, heterogeneous tiers, often

operating under segregated or isolated conditions. It employs a hierarchical graph abstraction

(HW-GRAPH) to capture the complex, multi-tier heterogeneity both within and among devices, coupled

with a multi-tiered orchestration mechanism. This novel approach allows for decentralized yet coordinated

resource management, enabling HARNESS to improve end-to-end latency by up to 47% and drastically

reduce performance prediction error rates from 27.4% to just 3.2%. HARNESS contributes a novel,

decentralized orchestration mechanism, enabling efficient and scalable resource management critical for

robust, high-performance edge-cloud applications. HARNESS provides a blueprint for managing the next

generation of distributed edge-cloud applications effectively.

Finally, acknowledging that enhanced connectivity and shared resources can introduce new security

risks, we investigated the security vulnerabilities of shared memory SoCs. This investigation led to the

discovery and development of MC3 , a high-bandwidth covert channel attack that exploits contention in

shared DRAM. Unlike previous attacks that often relied on shared caches or privileged access, MC3

operates across accelerators without elevated privileges, demonstrating the ability to achieve

kilobit-per-second transmission rates with less than a 1% error rate on modern edge devices. By unveiling

this critical vulnerability, MC3 underscores the inadequacy of current security measures and highlights the

urgent need for new defenses, particularly focusing on DRAM arbitration and memory-centric side

channels in heterogeneous systems.

Collectively, the contributions presented in this thesis represent a significant step forward in the field of

heterogeneous edge computing. We have demonstrated that through constraint-based optimization and

formal methods, it is possible to achieve near-optimal task scheduling for both single and multiple DNN

workloads, balancing energy and performance with high precision. We have introduced a scalable hardware

graph abstraction and a decentralized orchestration mechanism, proving that efficient, QoS-driven resource

management is achievable in complex, multi-tiered edge-cloud systems without requiring a monolithic
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controller. Furthermore, we have exposed a critical security vulnerability, shifting attention towards the

security implications of shared memory design in multi-accelerator platforms. These methodologies and

tools, spanning energy-aware scheduling, high-throughput concurrent execution, holistic distributed

resource management, and security analysis, provide a cohesive and principled foundation for optimizing

the performance, energy consumption, scalability, and security of current and future heterogeneous

computing systems on the edge. This work not only addresses pressing contemporary challenges but also

lays the groundwork for future innovations in this rapidly evolving and critically important field.

7.2 Future Work

In this subsection, we list three potential directions for future research. First, the deployment

CFG-guided weight paging can alleviate edge-device LLM memory pressure and contention. Then, building

context-aware scheduling that alternates LLM and heuristic control should balance autonomy and energy.

Last, a methodology on countermeasurements should rigorously test heterogeneous DRAM channels and

implement QoS defences against emerging covert attacks.

Efficient scheduling for emerging workloads on SoCs: LLM running on edge devices frequently operates

under severe memory pressure because a single large-footprint LLM must coexist with latency-critical

sensor, vision, and networking tasks. Rather than shrinking the model or resorting to aggressive

low-precision quantization, which both compromise accuracy, an application-aware, user-level paging

system that treats the model’s weights as a first-class, schedulable data set. The key insight is that the

order in which a transformer traverses its layers and KV-cache is largely deterministic and can be captured

in a lightweight control-flow graph (CFG) extracted at compile time. By analyzing this CFG offline and

updating it with low-cost online profiling, the runtime can precisely pre-stage the subtensors that will be

referenced in the next execution window. If the system bandwidth allows and is capable of moving data

efficiently, serving them directly from flash to the compute engine while bypassing DRAM altogether would

increase the performance. This approach will require a careful analysis and strategic engineering solution.

First, the system must be designed to operate under varying characteristics of user-triggered queries and

fluctuating DRAM footprints from co-resident workloads. A CFG-guided scheduler with a simple

admission-control heuristic that monitors DRAM occupancy is very much needed. If the available memory

space drops below a safety threshold, newly arriving queries can be temporarily routed down a low-priority

path that runs more layers in SSD-resident mode. Future engineering efforts may focus on fine-grained

modeling of partial-weight reuse patterns, predictive pacing to hide SSD access variance, and adaptive

throttling to mitigate the contention on shared DRAM channels as other applications ramp up or down.
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Context-aware resource management: The integration of LLMs into autonomous agents across domains

presents significant challenges due to computing and energy constraints and the need for real-time

responsiveness. Developing a unified framework that provides not only traditional resource management for

the computation component but also context-aware for LLM-powered autonomous systems is needed. A

framework can harmonize the computational needs of critical workloads of the system by adapting to the

environmental context and system requirements. By collecting and analyzing data from various sensors,

the system can understand the current operational environment and context, and then predict resource

demands accordingly. Advanced scheduling mechanisms can allocate resources based on task priority,

deadlines, and contextual urgency, ensuring that time-sensitive control tasks receive the necessary

computational resources. The system can also enable adaptive processing strategies, allowing it to switch

between LLM processing and simpler decision-making algorithms depending on context, conserving

resources when high-level language processing is unnecessary. Energy efficiency can be optimized by

monitoring consumption and adjusting processing loads to prolong battery life without compromising

critical functions. This framework can facilitate the deployment of sophisticated LLM capabilities in a

wider range of devices and platforms, enhancing the operational effectiveness of autonomous agents in

critical applications by ensuring reliable performance and promoting innovation in fields where both

advanced AI interactions and real-time control are essential.

Countermeasurements for covert channel attacks: The continuous evolution of side- and covert-channel

attacks to circumvent security countermeasures necessitates the continuous development of more

sophisticated defense mechanisms. Heterogeneity on phones and edge devices gets more popular: GPU,

NPU, ISP, and secure enclaves all share system memory. Future work should test engine-to-CPU and

engine-to-engine channels where the accelerators run concurrently. Our covert channel attack, MC3,

unveiled that the shared memory can be a channel for such attacks. While MC3 proves that

memory-contention channels can achieve kilobit-per-second throughput on edge devices (i.e., Jetson

devices), mobile phones introduce a harsher and more dynamic operating environment. Parallel defense

research can explore bank-level QoS policing, periodic DRAM row randomization, and

machine-learning-based detectors that flag persistent single-row hammering patterns while tolerating

benign local-buffer accesses. Researchers can both stress-test the security of next-generation mobile SoCs

and inspire principled and low-overhead defenses by tackling background noise, adopting low-pressure

contention primitives, and circumventing OS scheduling barriers.
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articles in these chapters are licensed CC BY 4.0, which permits full reproduction in a thesis provided the
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